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CHAPTER ONE
INTRODUCTION TO FLASH MEMORY AND SENSING

The state of a flash memory cell, whether it is a logic high or low, is determined
by sensing the current through the cell.[1-3] Today's common design practice is to
convert the current to a voltage and then use a differential amplifier or latch to determine
whether the flash memory cell has been programmed or erased.[1-9] The differential
amplifier or latch scheme for data sensing has a major shortcoming; it is sensitive to
process variations and noise, demanding wide threshold voltage margins between the
programmed and erased memory cell states, As a result, programming and erase times
are long, and it is difficult to store more than one bit of data per memory cell.[10]

This thesis presents a new and improved sense amplifier design based on delta
sigma modulation. Flash cell current is converted from analog to digital using a one-bit
AX modulator. The delta sigma modulator cancels out noise and outputs an accurate
measurement of average cell current. The data conversion circuitry is simple and less
sensitive 10 noise and process variations, with less margin required between programmed
and erased states. This new design approach leads to both more precise sensing and more

economical memory chips.

1.1 Flash Cell Structure and Operation

One cell of a flash memory array consists of a single n-channel transistor with

two polysilicon gates stacked on top of each other. The bottom gate, which is called the
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floating gate, is completely surrounded by dielectrics. This dielectric insulation gives the
floating gate the ability to store charge. The bottom dielectric is silicon dioxide, and is
called the tunnel oxide. Between the two poly gates is an inferlevel dielectric consisting
of an oxide-nitride-oxide sandwich. The drain junction is intentionally abrupt to

facilitate the programming operation, which typically occurs through hot carrier injection.
The source junction is intentionally graded to suppress band-to-band tunneling which
might occur during the Fowler-Nordheim erase operation. The cross-section and

schematic of a single flash cell are illustrated in Figure 1.1.

Control Gate D
[nter Level Oxide (ONO)
| Floating Gate - G —”
Tunnpel Oxide
N+ Source J @in 5
N- Source —
P- Substrate

Figure 1.1. Flash Memory Cell Cross-Section (left) and Schematic (right),

Electrons can be stored on the floating gate by a programming operation, and
they can be removed from the gate by an erase operation. Programming and erase are
accomplished by applying voltages to the control gate, source, substrate, and drain. The
state of the flash cell (programmed or erased) is defined by whether or not the floating
gate contains electrons. A programmed cell contains electrons on the floating gate, and

an erased cell does nol contain electrons, as illustrated in Figure 1.2.[1-3]
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Figure 1.2. Programmed and Erased Flash Memory Cells.

Figure 1.3 illustrates the oxide capacitances associated with the flash cell.
Assuming the capacitances of the tunnel oxide and the interpoly dielectric are roughly
equivalent and equal to Cy, the total capacitance from the gate to the substrate will be
Cox/2 (due to the two C,, in parallel). The threshold voltage of a single flash cell can be

determined by the following equation:

Viun = @y~ 20 + 2 ° gm (1.1)

where @ is the contact potential between the bulk and the gate poly, @ is the

electrostatic potential of the p-type substrate, Qg is the charge contained in the channel

region, and C,./2 is the gate (o substrate capacitance.[11]

Control Gate _:|_

ON-O S
Floating Gate et
Tunnel Oxide T_ Cor
N+ Source / Q Drain
M- Source
P- Substrate

Figure 1.3. Flash Cell Oxide Capacitances




When electrons are stored on the floating gate, the threshold voltage is increased

with the trapped charge (Qpaiy1), as indicated in equation 1.2:

VTHN,M = _djms | szF +2 " { gbﬂ -I-Q?'ﬂ } “.2}

0K ox

This difference in threshold voltage is used to determine whether a flash cell is
programmed or erased.[11]

A flash cell is read by applying approximately 5V to the control gate, 1V to the
drain, OV to the source and substrate, and measuring the current from drain to source.
The read operation is illustrated in Figure 1.4. An erased cell's threshold voltage is
designed to be less than the 5V applied to the control gate during a read. Therefore.
under read conditions, an erased cell will turn on and will draw current from drain to
source. In contrast, the electrons added to the floating gate of a programmed cell cause
its threshold voltage to be greater than the 5V read voltage. When a programmed cell is
read, the cell is turned off, and no current flows from drain to source. Figure 1.5 shows

typical Ips curves of an erased bit and a programmed bit.[1-3,11]

3V
|

Control Gate 4~|

Floating Gate ‘
Gnd T v

I | . |
N+ Source J I dS LI*H Drain
N- Source
P- Substrate

Figure 1.4. Flash Cell under Read Conditions.




Flash Cell Current
t Erased : Programmed

L

~5V Read Voltage Flash Gate Voltage

Figure 1.5. Flash Cell Ips Curves.

Figure 1.6 contains an example of the flash cell current over time. The cell
current varies due to injected noise, including capacitive coupling from adjacent circuits
and Vpp or ground fluctuations. As a result of the inherent variation in flash cell current,
the margin between programmed and erased states must be sufficiently large in order to
prevent a sensing error. The margin between the erased cell’s and the programmed cell’s

threshold voltages is typically 2V or higher. [12]

Cell Current
4

L. W\/\/\ T
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Figure 1.6. Flash Cell Current Variation over Time



Flash cells are arranged in a NOR memory array by columns and rows. The
control gates are connected through wordlines, and the drains are connected through
bitlines. All of the sources are connected together. The sense amplifiers exist at the
bottom of each bitline. When a flash cell is read, appropriate voltages are applied to its
wordline and bitline, while the other wordlines and bitlines remain at ground. The flash
cell being read will supply current on its bitline if it is erased, and will supply no current
if it is programmed. The sense amplifier then detects the current on the bitline and
compares it to a known level to decide whether the cell is programmed or erased.[1-3]

A NAND memory array has a similar architecture, with the exception that each
flash cell is not connected directly to a bitline, so the flash cell current must be passed
through other flash cells to get to the bitline. As a result, in a NAND array, a very high
pass voltage is applied to all wordlines except the cell under test’s wordline. The cell
under test’s wordline receives a read voltage that will turn on an erased cell but will not
turn on a programmed cell. If the cell is erased. current will flow through all cells and be
detected by the sense amp. If the cell is programmed, no current will flow.[11] The

NOR and NAND architectures are illustrated in Figures 1.7 and 1.8.

Bitline Bitline

i i+1
Wordline
"_ T = B
Wordline
= I D e
i — t — |
Sense Amplifiers

Figure 1.7. NOR Architecture.
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Figure 1.8. NAND Architecture.

1.2 Flash Memory Sense Amplifiers

Common sense amplifiers for NOR flash memory chips are single-ended sensing
schemes that compare the potential difference between a voltage generated by the flash
cell current and a reference voltage through the use of a differential amplifier.[1-5,6-9]
The basic differential amplifier design is illustrated in Figure 1.9. Once the SENSE signal
is enabled, the differential amplifier compares the flash bitline voltage to a reference
voltage. If the flash bitline voltage is higher than the reference voltage, the DATA OUT
signal will be pulled to a logic high. If the flash bitline voltage is lower than the

reference voltage, DATA OUT will be pulled to a logic low.



Bitline ’_ Reference

Sense

Figure 1.9. Differential Amp Sensing Scheme

One example of a sense amplifier based on a differential amplifier sensing
scheme is illustrated in Figure 1.10. This sense amplifier uses parasitic capacitance to
integrate the difference between the flash cell current and a reference current. The
reference current is generated from another flash cell that has its threshold voltage
programmed to a voltage level in between the fully programmed and fully erased states.
The parasitic capacitance's voltage is then compared to a reference voltage by a
differential amplifier.[9]

This type of sense amp is open-loop and makes its decision at a set point in time.
As previously discussed, the flash cell current varies over time due to injected noise.
The reference cell's current will also vary over time. The accuracy of this sense

amplifier will be affected by many factors including the amount of noise affecting the

cell and reference currents, and the sensitivity, gain, offset, and noise immunity of the
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differential amplifier. Since this sense amp is based on analog currents and voltages, the

circuit elements must be very precise. Further, the amount of margin between the
expected flash cell currents and reference current must be sufficiently large to prevent

SEensing errors.

_"EITD_VM

‘5 Voo ";| Voo

| ?cpiﬂ.illi
Dummy Cell
Column , ‘: Column
Decoder Decoder

—H Ref —“ Cell

Figure 1.10. Example Sense Amplifier [9]

The commonly used sense amp in NAND architectures consists of a basic latch,
as illustrated in Figure 1.11. During the set-up for the sense, the SENSE RESET signal is
asserted and pulls the left side of the latch to a logic low. Once the SENSE signal is
asserted, if the NAND cell under test is erased. current will flow and discharge the flash
cell’s bitline, causing the state of the latch to flip.[6] This type of sensing scheme is also

open loop, making its decision at an isolated point in time. The sense amp must be
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designed with very good noise immunity to prevent injected noise from causing the latch

to incorrectly flip states and result in a sensing error.

e

Sense Rese:[ Sense [

Bitline

Figure 1.11. Latch Sensing Scheme.

The remainder of this thesis discusses the use of AZ modulation to measure a
flash cell current. The AZ modulation cancels out the noise causing cell current
fluctuations and provides a measurement of the average cell current, as depicted in
Figure 1.12. Use of AZ modulation in the sense amp alleviates the need for high
precision circuitry that is necessary to provide noise immunity and accurate analog

comparisons in conventional sense amplifiers,

r Actual Cell Current over time

'
N_ A\ s

Average Current obtained by AT Modulation

lime

Figure 1.12. Actual Cell Current versus Average Current obtained by AT Modulation
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CHAPTER TWO
THE BASICS OF ANALOG TO DIGITAL CONVERSION AND AX MODULATION
The sensing operation in a flash memory array is essentially an analog to digital
conversion. The flash cell current is analog; it is continuous in time and may vary
slightly over the sensing period. A sense amplifier must then convert this analog signal
into a digital ‘0’ or ‘1" (an erased state or a programmed state). This chapter reviews the

basics of analog to digital conversion and AX modulation.

2.1 Analog to Digital Conversion
The block diagram in Figure 2.1 illustrates the analog to digital conversion
process, and Figures 2.2-2.4 contain plots of the signals along each point in this block
diagram. The ADC process consists of a sample and hold block to sample the signal and
prevent it from fluctuating while the conversion is taking place, and then the actual

analog to digital converter.[13,14]

Input Signal Sample & Hold . Analog to Digital Output Signal 1
Converter

Figure 2.1. Block Diagram of Analog to Digital Conversion Process.

The plot in Figure 2.2 shows the analog input signal (flash cell current) that will

be converted to a digital signal. For ease of simulations, the flash cell current can be
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converted to a voltage prior to the analog to digital conversion. The input signal should

not vary significantly; however for the purposes of this discussion we will assume the
analog signal varies between 0 and 1.024V in a sinusoidal function. The value of 1.024V

i1s purposely chosen to correspond to a 10-bit digital representation.

200.0 og. @ a00.0

time oS

500.0

Figure 2.2. Example input signal varying between 0 and 1.024V.
The plot in Figure 2.3 shows the signal after passing through the sample and hold
block. The sample and hold allows the signal to change only at periodic intervals
corresponding to a clock signal. Changes in the input when the clock signal is OFF are

ignored (because the signal is held).

Z00. @ jnn-o io0n.o
time S

Figure 2.3. Example Output of Sample & Hold.
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The ADC block then converts the static input signal into a digital representation,

or an integer value between (0 and 1023 for each sampled signal as indicated by the flat
portions in Figure 2.3. This digital conversion results in an error called the quantization
error. As aspecific example, analog signals of 0.5001V and 0.5004V will both be
represented by the digital signal of 500. The difference, or resolution, between 0.5001V
and 0.5004V is lost in this conversion.

Any digital representation can have a maximum error of +/- 2 LSB (Least
Significant Bit), which is half the distance between adjacent quantization levels. For a
10-bit digital signal with 1.024V range, the quantization levels reside .001V apart, and
the maximum error can be .0005V. Thus, the digital signal consists of the original
analog signal plus the quantization error. The plot in Figure 2.4 shows the quantization
error [or this example. Quantization error normally will be white, or random, noise. In
this case, the quantization error has a distinct pattern due to the input signal being a
sinusoidal waveform. The quantization error can be reduced by increasing the number of
bits in the digital sample. For example, a 12-bit digital signal with the same 1.024V
range will result in a maximum error of .000125V versus an error of 0005V with a 10-

bit digital signal.
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Figure 2.4. Example Quantization Error.

The analog to digital conversion process can be modeled as the summation of the

input signal and the quantization noise. This is illustrated in Figure 2.5.

Quantization Error

Input Signal Qutput Signal

Analog Digital

Figure 2.5. Model of ADC Process.

Analog to Digital Converters are typically characterized by their Signal to Noise
Ratio (SNR). SNR is a measure of how well the converter passes the input signal while

surpressing the quantization noise. Continuing our example with an input sinusoidal

signal, the SNR is expressed as:

: s V. A2
SNR e = 20*log ?Ll;ﬂﬁ% (2.1)
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For our example, the SNR of our sinusoidal signal with a 10-bit digital representation

can be calculated as:

: 0.512V /+/2
§ — ﬂ' s
SNR;.; = 20+log !]_T—. IV /i3 62dB (2.2)

Another commonly referred to characteristic of a data converter is the number of
effective bits, defined as:

SNR,,. - 1.76
6.02

N = (2.3)

This equation would be applied when the SNR is measured, instead of calculated as in

the above discussion.

2.2 AX Noise Shaping Modulators

Quantization error is not the only error introduced into the signal during the
analog to digital process. In a real circuit, the analog to digital conversion accuracy will
be affected by the gain, offset, and linearity of the converter. Additionall ¥y, noise from
adjacent circuit blocks may cause some amount of periodic corruption to the input signal.
To overcome the possibility of an incorrect digital output, either the analog to digital
converter must be designed with a high degree of precision, or alternatively a noise-
shaping data converter, such as the AL converter, may be used.

The simplest AZ modulator is the first-order lowpass modulator, shown in Figure
2.6. The input is an analog, continuous signal, and the output is a discrete-time, binary

signal. Example input and output signals are shown in Figure 2.7,
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Eiz)
Integrator
Input (t) = Output (z) -,
Az} = ——— -
DAC

Figure 2.6. First order lowpass AZ modulator.

— Wi

— ot

TN - as

Figure 2.7. Typical input and output signals of a AZ modulator.
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From Figure 2.6, we can discuss the operation of the AX modulator. The circuit
calculates the difference between the input signal and the delayed output signal, and
integrates this difference. The output of the integration is then fed to a summer where it
is added together with quantization noise from the ADC. The output of the summer is
the output signal. The result is that the output tracks the average value of the input.

From the diagram in Figure 2.6, the following equations can be written:

[In(z) ~ O] » £ — +E(2) = Out(z) (24)
=Z

Out(z) = z"'In(z) + (1-z)E(2) (2.5)

This shows that the output signal consists of:
e the input signal delayed by one clock cycle
* the quantization noise (error) differentiated.
—————Thedifferentiation of the quantization noise acts to push the quantization noise to higher
frequencies. This is why AZ modulation is also often referred to as noise-shaping. The
effect is a reduction of quantization noise in one frequency band at the expense of the
remaining frequencies.
As discussed in section 2.1, the quantization noise for a time-varying input signal
is random, and therefore its voltage spectrum is flat. The noise voltage spectral density
can be calculated as

1qllllrL-SB

Vo = T

(2.6)
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where Visp is the voltage difference between adjacent quantization levels, and f; is the
sampling frequency. A graphical representation of the quantization noise spectral

density is shown in Figure 2.8.
20
4

VI.SH

2 £

Figure 2.8. Quantization Noise Spectral Density

The differentiation of the quantization noise is called the modulation noise, and

can be calculated as:
Modulation Noise = {1 —z!) » VQ:

Vise (2.7)

= ({1 — & J2=(l) ) .

f Vi
=2+(l-cos2n ) —— (2.8)

A graphical representation of the modulation noise spectral density is shown in Figure
2.9, Comparing Figures 2.8 and 2.9, we can see that the noise is pushed to higher

frequencies, similarly to being processed through a highpass filter
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Figure 2.9. Modulation Noise Spectral Density

Al frequencies approaching DC, the modulation noise is reduced to zero. This is
ideal for the case of a flash sense amplifier, because the input signal to be digitized is
expected to be a DC signal.

The noise value of V, g, /\/12 is applicable only for the specific case of a time-
varying input signal with random quantization noise in continuous operation. Chapter 3
discusses the use of a AZ modulator with a single bit output to sense a flash cell current.
In the simple AX modulator design proposed in chapter 3, the quantization noise, or
minimum resolution, will be Vgi/ K, where K is the number of clock cycles, which is
also the number of data samples collected.

The SNR of the single bit output AX modulator used in a sensing operation can

then be written as

SNR =20 » log Eiséfﬁ_f (2.9)
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Suppose the AZ modulator makes a decision after 500 clock cycles, or after 500 data

points have been collected. The SNR will then be

SNR =~ 20« log —218L__ _ 90+ Jog (500) = 54dB (2.10)
Signal / K

In order to get a relative comparison of performance between the single bit output AZ
modulator with conventional ADCs, we can calculate Number of Effective Bits to see
that with only one bit, the simple AZ modulator is able to achieve a similar SNR value as
a more complex ADC with a digital output of over 8 bits!

SNR,.,, — 1.76 _
N = ——gam—— = 8.7 bits (2.11)

An additional advantage of the single bit output AZ modulator is that the analog
to digital conversion is inherently linear. Since there are only two possible output codes
with a one-bit converter (*17 and ‘0"), the two analog voltages representing these output
codes will always fit a straight line. In a multi-bit converter, linearily can be a concern

and an additional source of error. [13,14]



CHAPTER THREE
AY, SENSE AMPLIFIER DESIGN AND OPERATION
In this chapter, the design of a sense amplifier for flash memory using AX
modulation is discussed. A very simple topology is presented to illustrate how the AL
noise shaping can compensate for an imprecise comparator, in contrast to the accurate
sensing circuits needed without noise shaping. The circuit operation is explained, and
several simulations are performed to demonstrate the sense amp’s capability in the

presence of various noise sources.

3.1 Sense Amplifier Block Diagram
A block diagram of the sense amplifier circuit is shown below in Figure 3.1. As
discussed in chapter two, a AZ noise modulation topology consists of an integrator, an
analog to digital converter, and a digital to analog converter. For this sensing circuit, the
integrator is implemented as a capacitor, the ADC is implemented as a simple clocked

comparator, and the DAC is implemented as a current source and switch controlled by

the output of the ADC.
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Figure 3.1. Block Diagram of AX Sensing CircuiL.

From Figure 3.1, the following equations can be derived:

La—-1 :
-ME“+HHﬂM (3.1)
Ly 1 32
—+E(s)= = )
S('+FH] L, (] +5.C] (
l C ;
. - | o (3.3)
ba= o1 Y EO 5o

Thus as expected, the output of the AZ sense amp, Ly, is equivalent to the desired cell

current subjected to a lowpass filter, combined with the quantization noise subjected to a

highpass hilter.
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3.2 Sense Amplifier Circuit Design

A simple transistor-level implementation for the block diagram of Figure 3.1
is shown below in Figure 3.2.

1"'i[!'D

Current
Source

l_ Feedback

’_n[ c_ljf n] C_Iji [
JE L\ | To Counter

_"“ Cell T{:hiilln:

Figure 3.2. Transistor Level Diagram of AZ Sensing Circuit

3.2.1. Integrator

The integrator consists simply of the bitline capacitance of the flash memory
array. While the bitline capacitance of a memory array will vary depending on cell
design, process technology, and number of cells per column, the bitline capacitance i$
assumed to be SpF for this design. This capacitance is initially charged up to a reference
voltage of 0.5V, which is chosen to be close to the switching point of the clocked
comparator. The bitline capacitance does not need to be pre-charged, as the AZ sensing
circuit itself can charge up the bitline capacitance to the comparator switching point;

however, this would add some delay to the sensing operation.
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At the beginning of the sense, the flash cell current will begin to discharge the

bitline capacitance until the voltage at that node reaches the switching point of the
comparator. Once the comparator switches, the feedback circuit (discussed in more
detail in section 3.2.3) will supply sufficient current to cause the bitline capacitance to
charge back up to a voltage level above the comparator switching point. Expected

discharge times for a few flash cell current values are shown below, by solving:

e 64
cell

with Ceen = 5pF. and AV pigine = 0.5V (complete discharge).

Leeit Discharge Time
I pA 2.5us
30pA 83ns
60pA 42ns

In order to avoid completely discharging the bitline capacitance (and losing the benefit of
averaging over time), the circuit cannot be allowed to discharge for more than 42ns in
one clock cycle, for a maximum flash cell current of 60pA. For this design, a 100MHz
clock is chosen, giving over 30ns of margin. While the discharge rate of the capacitor
sets the minimum clock frequency, there is no limitation for maximum clock frequency.

It is worth noting that the voltage on the bitline, and consequently the voltage
applied to the drain of the flash cell, will vary over time as the capacitance charges up
and discharges around the comparator switching point. This will cause the flash cell

current to fluctuate slightly. This is not a problem since the average value of the bitline




capacitance will be a constant, and we are secking to determine the corresponding
average value of the flash cell current.
W &7 4 og to Digital Conv

The clocked comparator consists of three inverters and two switches. This simple
comparator is used to illustrate the pointllmﬂtcnmpaﬂlﬂtduﬁnulhvcmbtvuy
precise for the AT noise shaping to work. The comparator can occasionally make wrong
decisions, and the error will average out over the sensing time.

The NMOS and PMOS switches are sized as 10/1 and 20/1 respectively. The
transistors in the inverters are sized as 10/10 NMOS and 20/10 PMOS. These transistors
are made slightly long in order to keep power consumption lower. The comparator’s
decision point will correspond to the switching point of the first inverter. In this design,

the switching point is approximately 0.5V, as shown in the SPICE simulation in Figure

3.3 below.
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Figure 3.3. SPICE simulation showing comparator switching point.
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The two switches controlled by CLOCK act together 10 serve as an edge-

triggered latch, and are needed to provide a digital signal. The three inverters provide
sufficient gain to restore the output signal to full voltage levels. Figures 3.4-3.6 show the
voltage after each inverter stage of the comparator. As can be seen, the output has

reached fairly clean logic levels by the final inverter.
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Figure 3.4. Voltage at the output of first comparator stage.
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Figure 3.5. Voltage at the output of second comparator stage.
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Figure 3.6. Voltage at the output of third and final comparator stage.

3.2.3. Digital to Analog Converter (Feedback Circuit)

The feedback circuit consists of a flash cell for the current source, and a transistor
controlled by the output of the clocked comparator. When the sensing is initiated, the
current source is disconnected and the flash cell being sensed causes the bitline
capacitance to discharge. Once the bitline capacitance voltage reaches the switching
point of the clocked comparator, the feedback switch is enabled and the feedback current
is connected to the bitline capacitance, causing it to charge back up to a voltage level
higher than the comparator switching point. Thus the feedback current must be selected
at a level at least as high as the highest flash cell current expected. For this design, a
feedback current of 60uA is selected, and the expected flash cell current values will
range from OpA to ~S0pA. The precise value of this current is not important, nor s it

important to be consistent across a wafer.
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For processing simplicity, a flash cell is used in this design for the feedback

current. This flash cell would need to be erased 1o the desired level during wafer probe
testing. Another choice for feedback current would be a switched capacitor. A switched
capacitor would result in lower power, but requires two non-overlapping clock signals

(which are not otherwise required), and may also require increased layout arca.

3.3 Sense Amplifier Operation
3.3.1. Sense Amplifier Operation

In this design, the sense amplifier is clocked at 100MHz. Thus, every 10ns, there
is a constant amount of charge removed from the bitline capacitance due to the current
from the flash cell being sensed, This charge can be calculated by:

Quit=leen T (3.5)

For example, Qu; for a cell drawing 30pA of current 1s 300fC when T = 10ns.

The rate at which charge is added to the bitline capacitance by the feedback
current is not constant during each clock cycle, since the feedback current is sometimes
enabled and sometimes disabled. If the bitline capacitance voltage is less than the
switching point of the comparator, then the feedback circuit will be enabled and the
feedback current will be added to the bitline capacitance for one clock cycle. If the
bitline capacitance voltage is greater than the switching point of the comparator, then the
feedback circuit will be disabled, and the flash cell current will continue to discharge the
bitline capacitance. A decision is made against the comparator switching point every

clock cycle (every 10ns). If N is the total number of clock cycles used in the sense, and




B
M is the number of times the feedback current is enabled, then the charge added to the

bitline capacitance can be calculated as:
M
Qpeenct =l * Ny ° T (3.6)

If the circuit is operating properly, the average feedback current will equal the flash cell

current, 50 we can write:

M
QraM:km:t‘ﬁ"T:th:lnm'T (3.7)
Leen M

M 38
- N (3.8)
M
ke = 37 ° Lfeedback (3.9)

Using the above equations, we can scc that the minimum Iy value that can be
sensed, and the minimum resolution, corresponds to M=1 (one high output code during
the entire sensing time). For this design, the sensing time was selected as Sps, and the

feedback current is 60pA. Thus the minimum resolution is:

1
500~ 90nA = 120nA (3.10)

31.3.2 Sense Amplifier Simulations

Simulations for the design in Figure 3.2 were performed with SPICE using 50nm
BSIM4 models and a Vpp supply voltage of 1.0V. The appendix contains the netlist

used 1o generate the simulations contained in this chapter.
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The first set of simulations show the bitline capacitance voltage (Vi) and the

output of the comparator (vout) for several different flash cell current values. As seen in
Figure 3.7 below, when the bitline capacitance voltage drops below approximately 0.5V,
the comparator output is enabled, and the bitline capacitance charges back up to a value
ahove the comparator switching point. The higher the flash cell current, the faster the
bitline capacitance discharges, and the more often the feedback current must be enabled
to maintain the constant ~0.5V bitline capacitance voltage. For the case of OpA flash
cell current, the bitline capacitance does not discharge within the sensing time, and

therefore the feedback circuit is never enabled.
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Figure 3.7. SPICE simulations of circuit operation with varying flash cell currents.
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Additional simulations were performed with varying flash cell currents out to
5000ns to obtain the graph in Figure 3.8. The relationship between the number of times

the comparator is enabled and the flash cell current is linear.

Sense Amp Operation
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|
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g 10 20 30 40 50
Flash Cell Current {ui)

Number of Up-Counts

Figure 3.8. Number of times feedback is enabled versus flash cell current.

Table 3.1 contains the simulated cell currents, resulting number of comparator

pulses, and calculated cell currents based on the formula:
M
Teen = N Leedbaci (.11

The error can be decreased by increasing the sensing time.
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Table 3.1. AZ sense amp operation for varying cell currents.

Cell Current (uA) Simulated # Pulses Caleulated Cell Current (uA) Error (uA)
0 0 0 0
3 30 3.7 0.7
6 53 6.5 0.3
13 139 17 2
24 196 24 0
30 2159 3 L7
39 328 40.1 1.1
42 350 429 0.9
45 376 46 |

The current consumed by this sense amplifier was simulated at around 10pA

average; with peaks as high as 35pA, as shown in Figure 3.9. The current shown in the

plot is consumed by the comparator and does not include the constant flash cell current

or the feedback current.
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Figure 3.9. Current consumption during sensing operation.
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3.3.3 Noise Simulations

3.3.3.1 White Noise

To demonstrate the effectiveness of the AZ noise shaping in this sense amplifier,
SPICE simulations were performed with the addition of noisy signals. The first case
investigated is the injection of white thermal and flicker noise from surrounding circuits.
For the purposes of modeling in SPICE, this noise was simulated by setting the flash cell
current to a sinusoidal signal instead of a DC value. Because the average of a sinusoidal
signal equals zero, it is easy to predict that the AT sense amplifier will function very well
under white noise conditions, since the sense amplifier functions by averaging the flash
cell current over the entire sensing time.

Simulations were performed with sinusoidal flash cell currents ranging from OuA
to twice the intended DC value at 100MHz, as illustrated in Figure 3.10. This amount of
noise is obviously much more severe than would occur in a flash memory circuit, but
demonstrates the sense amplifier’s capability to filter out random noise. Table 3.2
includes the simulation results for two different currents; in both cases, the error
produced by the sinusoidal noise is less than 1pA. A similar noise source applied to a
current being sensed with a differential amplifier or latch would cause a sensing error,
unless there was so much margin built in between the programmed and erased states that

the diff amp or latch would not be incorrectly flipped.
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Figure 3.10.  Flash cell currents modeled as sinusoidal signals
(12puA and 30pA peak-peak)

Table 3.2. AX Sense amp outputs for “white noise” simulation.

Cell Current Noise Added Simulated # Pulses | Calculated Current | Current withoutl noise
fud += Gus 58 T.luA 6.5uA
15uA +- 15uA 142 17.4uA 17uA

3.3.3.2 Vpp and Ground Bounce
Another common noise signal affecting sense amplifier operation is Vpp and
ground bounce. This noise condition was simulated by adding a 20mV to 50mV

100MHz sinusoidal signal to the Vpp and ground signals, as shown in Figure 3.11.

: i : H H o
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o a 00 o
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Figure 3.11. Simulations of Vppand ground bounce.
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The sense amplifier performed very well with 50mV Vpp and ground bounce, as
the results in table 3.3 demonstrate. The 50mV noise added between 100-300nA noise to

the signal, which is certainly acceptable even if the desired resolution is on the order of a

3-4 pA.
Table 3.3. SPICE results with simulated Vpp and ground bounce,

Simulation Cell Current (uA) Simulated # Pulses Calculated Current (uA) | Corrent with oo noise (ud )
20mV VDD bounce 3 3 18 1.7
S50mV VDD bounce 3 33 4 3.7
S0mY VDI bounce 41 352 £1.1 429
20mY GND bounce 3 3 38 3.7
S0mY GND hounce 3 31 3.8 1.7
50mV GND bounce 42 352 431 429

3.3.3.3 Bitline Capacitive Coupling

A third common source of noise is capacitive coupling of the bitline. This was
simulated by briefly connecting the bitline to a “noise” source during the sense. The

modified circuit used for the simulations is shown in Figure 3.12.

MNaise source: 300mV to 700mV

Enabled after 1000ns 4{ I:
for 50ns

4“ |:CE” = Cbltllnz

Figure 3.12. Modification to circuit to simulate bitline capacitive coupling.
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The simulations in Figures 3.13 and 3.14 show the results of adding a positive

and negative noise source to the bitline. For the first case, the positive noisc source
causes the bitline to be recharged even though the feedback was not enabled. For the
second case, the negative noise source causes the bitline to briefly discharge faster than
expected for the flash cell current. If the sense amplifier was designed with a differential
amplifier or a latch, a significant noise jump in the signal could cause the sense amp to
output an incorrect result. However with the AX sensing methodology, the error will
average out over time. Improved accuracy can be obtained with longer sensing times.
Figures 3.11 and 3.12 illustrate the circuits behavior with the simulated capacitive
coupling, and Table 3.4 contains the results for 50mV and 200mV noise sources with a
5us sense. The 50mV noise source results in practically no difference to the calculated

current.

v — yout —¥i

Figure 3.13. +200mV noise source: charge is added
to the bitline when feedback is not enabled.
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Figure 3.14. -200mV noise source: charge is removed from
the bitline faster than expected with 1uA flash cell current.

Table 3.4. SPICE simulation results for bitline capacitive coupling.

Noise Voltage Cell Current Simulated # Pulses Calculated Current
0 luA 13 | .6uA
+ S0mV luA 13 |.6uA
- S0mV luA 14 1.TuA
+ 20mV luA 10 1.2uA
- 200mV luA 18 2. 2uA
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CHAFPTER FOUR
USING THE AZ SENSE AMPLIFIER FOR PROGRAMMING

In chapter three, the design of a sense amplifier using AX noise shaping was
discussed. The AZ sense amplifier with a 100MHz clock and 5us sensing time was
shown to reasonably sense flash cell currents with an accuracy of less than 2-3uA, even
under white noise, Vpp/ground bounce and bitline capactive coupling conditions. While
this degree of accuracy is interesting, it is not beneficial to use with modern flash
memory arrays due to the wide threshold voltage separation between programmed and
erased bits that is commonly implemented. This chapter discusses implementation of
AZ sensing in flash memory programming, in order to take advantage of the high degree

of resolution obtainable.

4.1 Conventional Flash Cell Programming

Flash cells may be programmed through either Fowler-Nordheim tunneling or
channel hot carrier (CHE) injection. CHE programming is typically used for NOR flash
architecture, and is achieved by applying a high voltage to both the control gate
(wordline) and the drain (bitline). The source and the substrate are grounded. The high
voltage on the control gate and drain causes a high channel current to flow between drain

and source, and also causes a channel field that generates hot electrons. The voltage on

the control gate is coupled onto the floating gate, attracting hot electrons to the floating
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gate. High voliage pulses on the order of a few s are applied to the cell, and in between

each pulse the cell is read against a set current level. The diagram in Figure 4.1

tllustrates this programming method.[2.3,15]

10V
]

Control Gate

Floating Gntc
Gnd 5\"’

N+ Source U+ Drain
N- Source
P- Substrate

Figure 4.1. CHE programming of a flash cell.

In the case of Fowler-Nordheim tunneling (typically used for NAND flash
architecture), a high voltage is applied to the control gate (wordline), which couples a
high voltage onto the floating gate. The bitline, source, and substrate are tied to ground.
Similarly to CHE programming, the high voltage is applied to the cell in pulses; however
the duration is typically several hundred ps, which is at least one order of magnitude
larger than for CHE programming.[11,16] Fowler-Nordheim programming is illustrated

in Figure 4.2
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Figure 4.2. Fowler-Nordheim programming of a flash cell.

In both cases, high voltages are applied to the cell for a set period of time (one
pulse), and then the cell is compared against a verify level. If the programmed cell’s
current is greater than the reference current, the cell has not been programmed
sufficiently and another pulse will be applied. If the programmed cell’s current is less
than the reference current, the program operation is ceased and successful. Generally,
the same sense amplifier circuitry used for a cell read is used during the verification step,

except with a different reference current.

Due to the inherent imprecision of traditional sense amp circuitry, the flash cells
are programmed and erased such that there is a wide margin between the programmed
and erased current levels. For example, a typical NOR flash memory cell is programmed
to a threshold voltage greater than 6V, and erased to a threshold voltage less than 4V.[12]

This may result in a programmed/erased current differential of 30pA or higher. This

margin 1S necessary so that the read sense amp makes correct decisions. Further, since
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this much margin is used, the accuracy of the programmed and erased currents is not
precisely controlled. As long as the programmed level is at least as low as the

appropriate reference current, it is considered good enough.

In order to reduce costs, several flash manufacturers are using a multi-level cell
technology, which stores more than one bit’s worth of data in one cell.[6,7,10,12] For
example, a two-bit per cell technology will contain four voltage levels corresponding to
00, 01, 10, and 11 codes, instead of just two voltage levels corresponding to a 0 or | code.
In order to accomplish this, voltage ranges are established for each digital code, as shown

in Figure 4.3.

Flash Cell Current
1 1 10 01 00

Flash Gate Voltage

Figure 4.3. Flash IV curves demonstrating 4 states per cell.

In order to use a multi-level cell technology. the flash cell currents must be
controlled more precisely. The distances between reference currents for a two-bit per
cell technology may approach 10pA, versus the 30uA or more differential that can exist
with a one-bit per cell technology. Typically the cell’'s charge is more accurately

controlled during programming by limiting the gate voltage to lower levels while
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programming the higher current states, and by using smaller pulse widths and as a result

more frequent verifies.

Several issues arise with this programming methodology for multi-level cell
technologies. The smaller pulse widths and more frequent verifies leads to a longer
programming time, which may or may not be acceptable to customers. The margin
between each programmed current level must still be large enough to accommodate the
resolution possible with the sense amp, which limits the number of bits that can be
implemented per cell. Further, since the cells are programmed until they reach a set
current level, and the actual cell current is not accurately monitored, the result may be
that the cell’s current is on the edge between two logic states, and there is virtually no

margin for charge gain or loss during field use.

4.2 Flash Cell Programming with AZ Modulation

The AZ sense amplifier discussed in chapter 3 could be used for verification
during the flash programming operations in order to eliminate many of the problems
discussed in the previous section. This methodology would be most successful in the
case of NAND flash, where the programming times are significantly longer than the
sensing times — typically several hundred ps of programming time, versus less than Sps
for a sense within a 1-2pA resolution.[16] An implementation of this idea is shown in
Figure 4.4. The controller will consist of some type of counter or filter to convert the AT
modulator output to a cell current value, and logic that switches the output between
+20V and OV depending on whether or not the pre-determined cell current level has been

reached.
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Assuming the flash cell is erased prior to commencement of the programming

operation, the cell will be drawing a high current (for example, 60uA). At the beginning
of the programming operation, the controller output will be high (+20V) to enable
programming. As the +20V is applied to the flash cell’s wordline, the cell's threshold
voltage will increase and the current will drop. The current is continuously monitored by
the AZ modulator. Once the current reaches the pre-determined level (for example,
30uA), the controller's output will go low (0V) and the programming operation will

cease.

+20V or OV (pgm)
Controller ———-” Flash cell

- —— AZ Modulator
Digital output j Current input

Figure 4.4. Method to program NAND flash cell with AX modulation.

As shown in chapter 3, the AZ sense amplifier with a Sus sensing time can
measure a current’s value to within a few pA. For the current reference of 60uA, sixteen
states can be defined with 4pA distance between each state. This would allow a four bit
per cell technology — twice as dense as the two bit per cell arrays which are commonly

used in the industry. Further, only one current reference is required for programming all
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sixteen states; with traditional multi-level cell programming techniques, fifteen current

references would be required.

Since the AX methodology allows a precise measurement of actual flash cell
current, the array cells could be programmed to a known value instead of just within a
window. The cell current value could be well controlled by adjusting either the voltages
and/or pulse durations during each programming operation based on how far along the
cell has been programmed. For example, in the case of Fowler-Nordheim tunneling,
there could be three different conditions for programming: large, medium, and small, as

described in Table 4.1.

Table 4.1. Example of possible programming conditions
for NAND flash cell with AT methodology.

Programming Method | Puilse Width
Large 100us
Medium S0us
Small 10us

The small programming pulses would be defined such that virtually no over-
programming occurs. Shifting from large to small programming pulses would not be
possible with standard pass/fail verification against a reference current, since the chip’s
state machine would have no way of knowing at what point the small programming
pulses should begin. In order to hit a small window with standard programming. all of
the programming pulses would need to be small to prevent over-programming. By using

AT sensing and enabling the possibility to shift from large to small pulses, the
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programming operation will be much more time efficient. This methodology is shown in

Figure 4.5.

Cell current is measured vsing AL sense amplifier

w

State machine applies large, medium, or small pulses
depending on how much further cell needs to be

programmed
NO Is cell current Fmg",m
within required Operation
resolubion of Successul

intended state?

Figure 4.5. Block diagram of AZ programming operation.

The same method can be used to program a NOR flash cell. However, the NOR
cell programming with hot carrier injection is accomplished much more quickly -
typically on the order of several ps. For best resolution with a NOR architecture, the
controller should limit its output high pulses to one 8 to 10V pulse every Sus, to avoid

over-programming.
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CHAPTER FIVE
CONCLUSIONS

Sense amplifiers for flash memory arrays are commonly based on differential
amplifiers or latches. These circuits have several shortcomings including susceptibility
to noise, causing incorrect senses of the memory cell state. To improve noise immunity,
a new sense amplifier has been designed using AZ noise modulation.

The new sense amplifier consists simply of three inverters, three switches, and a
reference current source. The simple topology increases manufacturability ease, yet due
to its noise shaping ability, it can detect a current with approximately 1 pA resolution.
The new sense amp can withstand Vpp/ground bounce of over S0mV and signal noise of
over 200mV. The circuit can also be used during programming to achieve higher

densities at low cost by storing four bits of data per memory cell.
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