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ABSTRACT 

Surface acoustic wave (SAW) technology has been utilized in numerous research 

and commercial devices since the practical implementation was enabled by the 

availability of suitable photolithographic techniques in the 1970s.  With the traditional 

approach to implementing these devices the frequency response is established during 

manufacture.  This dissertation proposes a different approach to implementing a SAW 

device. The SAW structure is added to the top of an integrated circuit so that the 

frequency response can be digitally controlled and the peak resonant frequency can be 

varied.  The approach is based on implementing a phase-controlled interface between the 

SAW transducer fingers and the input and output signals.  The methods described can be 

applied to SAW resonators used for applications such as filters, oscillators, signal 

processing, and material sensing where frequency agility is a benefit.   

Two design architectures are proposed and verified with simulations, with one 

offering somewhat more predictable performance while the other offers the potential 

benefit of lower-power operation.  The simulations are performed using a combination of 

SPICE and MATLAB whereby the MATLAB code translates a desired frequency to a set 

of phase assignments for the SAW fingers and launches the SPICE application to 

simulate the performance.  The SPICE application uses a lossy transmission line as a 

coupled-mode electromagnetic system to simulate the piezoelectric electroacoustic 

system.  Simulations were done with center frequencies of 200 MHz and 800 MHz.  
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Theory predicts, and simulations verify, that using a 500nm CMOS process an oscillator 

can be implemented with frequencies up to 1 GHz and a resulting Q of approximately 

600.  Theory supports the possibility of operation up to 50 GHz with advanced circuits 

and finger widths of 45 nm. 
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CHAPTER 1    INTRODUCTION 

1.1   Overview of Conventional SAW Device Design 

Surface Acoustic Wave (SAW) Devices emerged from the confluence of 

piezoelectricity discovered in 1880 by the brothers Pierre and Jacques Curie [1] and the 

theory of plane surface waves postulated in 1885 by Lord Rayleigh [2] and enabled by 

the availability of photolithographic technology to support the necessary metallic 

geometries for a practical implementation.  The first disclosed SAW devices were made 

in 1965 [3

These devices are frequently used as filters, signal processing components, and as 

the resonating components of oscillators for generating sinusoid signals.  Utilization of 

these devices is typically limited to applications where the frequency response is fixed or 

slightly tunable to the minor extent that substrate geometry or propagation velocity can 

be modified.  Variations of these parameters on the order of 100 ppm would generally be 

considered a typical range. 

]. 

In contrast to a Bulk Acoustic Wave (BAW) device where the resonant frequency 

is generally determined almost exclusively by the physical properties and geometry of the 

piezoelectric material, the frequency and propagation delay properties of a SAW device 

are influenced both by the mechanism by which signals are applied to and extracted from 
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the piezoelectric substrate as well as by the material properties.  The SAW device can be 

thought of as a frequency-selective delay line.  A simplified functional diagram of a 

typical SAW device consisting of a pair of interdigitated transducer (IDT) comb 

electrodes that serve to transmit and receive the acoustic wave is shown in Figure 1 [4

 

].   

 

Figure 1. Conventional SAW device design. 

The sending set of electrodes (or fingers) on the left end of the figure creates an 

acoustic vibration in the substrate due to the inverse piezoelectric effect.  This acoustic 

vibration travels in both directions at the acoustic propagation velocity v with the desired 

energy traveling toward the receptor electrodes on the right side of the drawing.  The 

undesired energy launched in the opposite direction is largely absorbed by structures not 

shown.  The vibration appearing under the receiving set of electrodes on the right side 

induces a voltage on the receiving fingers via the piezoelectric effect.   

The frequency selectivity is influenced by the characteristics of the sending and 

receiving interdigitated transducer (IDT) comb electrodes in the following manner.  

Adjacent fingers which are driven by opposite phases of the input signal will create 
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constructive interference at signal frequency f if the spacing  where the acoustic 

wavelength  and where v is the acoustic velocity.  Therefore, the maximum 

acoustic energy will be injected into the substrate when .  Thus for a typical 

filter design the bandpass center frequency is 

 (1) 

The width and length of the fingers will determine the amount of energy injected 

into the substrate as well as the differential impedance of the transducer but will have 

only a secondary effect on the center frequency response of the device.  Variations of 

finger length within an IDT, a technique referred to as apodization [5

The spacing dT between the fingers of the same polarity at the approximate 

centers of the transducer pair influences the propagation delay  between the input and 

output signal.  The propagation delay can be represtented as  

], will cause 

changes in the shape of the frequency response.  Note that the signal travels through the 

metallization at electromagnetic speeds or velocities and through the substrate at a much 

slower acoustic velocity.   

 (2) 

The benefit of using a device utilizing acoustic propagation rather than 

electromagnetic propagation derives from the fact that typical acoustic propagation 

velocities V as shown in Table 1 are on the order of 3 – 5 km/sec, or about 4 to 5 orders 

of magnitude lower than the velocity of an electrical signal through a typical 

f
v

=λ

Fd
vf

2
=

dτ



4 

 

electromagnetic transmission medium.  This approach enables a relatively small physical 

size for critical parameters such as the value of the finger spacing  and the propagation 

delay . 

Acoustic wave propagation can occur in several forms [6].  These include the 

Rayleigh wave, the Generalized SAW (GSQW) wave, the Leaky SAW wave, the 

Shallow Bulk Acoustic Wave (SBAW), the Surface Skimming Bulk Wave (SSBW) [7], 

the Pseudosurface SAW (PSAW) wave [8], and the High Velocity Pseudosurface Waves 

(HVPSAW).  The propagation mode depends on a variety of substrate and metallization 

properties.  The velocities of the Pseudosurface waves can be 40% (PSAW) to 100% 

(HVPSAW) higher than the standard Rayleigh wave devices [9

1.2  Overview of Typical Piezoelectric Materials 

].  As will be seen shortly, 

higher propagation velocities offer benefits for higher frequency applications. 

Properties of numerous piezoelectric materials are discussed in the literature [10], 

[11

Table 1

].  The SAW properties of some of the most commonly used materials are shown in 

 where “V” is the acoustic velocity, “K2” is the coupling constant, “Loss” is the 

acoustic attenuation, “Leaky” is the loss of the pseudo-SAW (PSAW) propagation, and 

“TCD” is the temperature coefficient of the delay.  As can be seen in the table, quartz 

offers relatively low temperature coefficients but has a low coupling constant and high 

loss.  LiNbO3 offers a relatively high coupling constant and low loss and therefore 

2
λ
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somewhat better efficiency.  Most SAW RF filters and duplexers use LiTaO3 due to the 

optimum coupling factor [12

The observation can be made that most piezoelectric materials are not 

semiconductors and that most semiconductors do not posses piezoelectric properties. 

However, there are exceptions, with one of the more interesting ones being GaAs, whose 

acoustic properties are included in 

].   

Table 1 [13].  This dual property has been the subject 

of various research efforts [14] [15] [16

Ceramic materials such as lead zirconate titanate (PZT) are highly effective 

piezoelectric materials but are not listed here because their attenuation becomes 

unacceptable at frequencies above 50 MHz [

].   

17

 

].  An alternative hybrid approach to 

integrating piezoelectric and semiconducting material properties involves the application 

of a thin film of piezoelectric material to substrates such as silicon.  Additional discussion 

of thin film materials is presented in section 3.4. 
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Table 1. SAW properties of piezoelectric substrates. 

Material Cut 
V 

(m/sec) 
K2 

Loss* 
(dB/cm) 

Leaky 
(dB/λ) 

TCD 
ppm/°C 

Quartz 

YX 3159 0.18 8.2  24 
ST 3158 0.12 9.8  ~0 

ST-PSAW 5078 0.033  7.8e-2  
ST-HVPSAW 5745 0.011  1.2e-3  

Lithium 
Tantalate 
LiTaO3 

YZ 3230 0.72 3.5  -35 
112YX 3288 0.6 3.3  -18 

36YZ PSAW 4227 5.6  2.1e-4  
36YX HVPSAW 6978 21.1  0.12  

Lithium 
Niobate 
LiNb03 

YZ 3488 4.5 3.1  -94 
128YX 3992 5.3 2.7  -75 

64 YX PSAW 4692 10.8  5.2e-2  
41 YX PSAW 4752 17.2  2.4e-4  

Gallium 
Arsenide 

(001)(110) 2868 0.072 14.0  -52 

Cadmium 
Sulphide 

(001)(100) 1725 0.47 20.0   

Zinc Oxide (001)(100) 2690 1.0 9.5  -37 
Lithium 

Tetraborate 
XZ 3542 1.0   ~0 

SiO2/LiTaO3 YZ(SiO2)-TF 
LiTaO3 

3435 .3 17  ~0 

Langasite  2600 0.3   ~0 
Bismuth 

Germanium 
Oxide 

(001)(110) 1681 1.4 12.0  -120 

*Loss is in air at 1 GHz. 

While it is important that the transducer fingers are effective at injecting and 

receiving a signal from the piezoelectric substrate, it is also important that they do not 

play a role in excessively attenuating the acoustic signal passing by them.  Avoiding this 

excess attenuation generally requires that the width w of the fingers be  and 

preferably [18].  It is clear from this relationship that as frequencies increase, the 

upper limit of finger width decreases.  At some point these finger widths become smaller 

than typical processes can support.  A solution to this limitation is to select a substrate 
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with a higher propagation velocity.  For example, there are reported velocities as high as 

12km/s [19] on AlN/Diamond substrates supporting operation as high as 8GHz [20

 

].   
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CHAPTER 2    SAW APPLICATIONS 

SAW technology is most commonly used in bandpass filters, oscillators, signal 

processing devices including correlators and dispersive delay lines, and as a component 

for characterizing material properties such as viscosity and density.   

The primary benefit of using traditional SAW technology for a filter application is 

the high Q capability combined with the small size and the flexibility available to tailor 

the frequency response [21], [22].  In the case where the device is used as a bandpass 

filter, it is generally not desirable to incorporate a long distance dT between the transducer 

pair as the associated delay  generally provides no benefit.  The design of a SAW filter 

includes many considerations related to IDT geometry and additional components to deal 

with parasitic effects such as triple transit reflections [23].  In some cases the finger 

lengths are chosen to be non-uniform to provide for different weighting using an 

apodization or similar function chosen to provide the desired filter response [24], [25

2.1   Oscillator Resonator 

].   

In the case where the device is used as a resonator element for an oscillator, the 

SAW resonator can be thought of as a delay-line with propagation delay  combined 

with a pair of IDT comb electrodes that serve simultaneously to transmit and receive the 

acoustic wave as well as an intrinsic bandpass filter whose purpose will be discussed 

dτ
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shortly.  Oscillators using SAW resonators were introduced in 1969 [26] and have found 

limited commercial application in certain areas where low phase noise is an important 

consideration [27] [28

Figure 2

].  A typical oscillator constructed with a SAW device as a 

resonator combined with appropriate gain blocks and an optional variable phase delay to 

provide for tuning over a narrow frequency range is shown in . 

SAW Device

θ

Output

Tune

 

Figure 2. Typical oscillator design. 

For the purposes of this discussion the total loop propagation delay  can be 

assumed to be the sum of the SAW propagation delay  and the external delays through 

the gain stages, phase delay block, and other intrinsic delays.  If the loop is broken, the 

circuit is simplified by removing the phase-shifting component, and a signal source is 

inserted as shown in Figure 3.  The open loop gain could be defined as 

 (3) 

and  

 (4) 

as measured in radians.  It should also be noted that  

 (5) 
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where  is the radian frequency of the stimulus in Figure 3 and N is the number of 

surface acoustic wavelengths of the signal , 

 (6) 

 

SAW Device

AC

Vout

Vin

 

Figure 3. Oscillator circuit with loop broken. 

From Equation (5) it can be seen that the change in the phase shift with frequency is a 

constant delay equal to the transit time through the structure.  

 (7) 

In order for a resonant system to oscillate when the loop is closed (the switch in Figure 3 

is flipped to the up position), it is necessary that  

a): the value of G in Equation (3) be such that G > 1, and  

b): the value of φ  in Equation (4) be such that 0=φ .   

These two requirements are known as the Barkhausen criteria for oscillation.   In order to 

meet condition b) it can be seen from (5) that 

 (8) 

oscω

oscω
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where N is an integer representing the number of cycles of delay in the loop.   

A good resonator for an oscillator is one that creates a very stable frequency.  In 

order for a resonator to do this well, it must have a high Quality Factor, or Q value.  

While the standard definition of Q is the ratio of energy stored to the energy dissipated in 

a half cycle in a resonator, this view gets more complicated when analyzing a resonator 

where there are two primary components which contribute to what is generally referred 

as the unloaded Q.  One contributor is the delay of the resonator where it can be shown 

that the delay component QD can be estimated as [29

 

]  

(9) 

which implies from (7) that 

 (10) 

and from (8) that 

 (11) 

This suggests that a high Q is achieved with a large value for tτ .  However, increasing 

the value of tτ  creates several problems.  First, it turns out that the resonator Q is also 

limited by the attenuation of the transmission line which causes a reduction of the 

received signal (and thus SNR at the receiver) and results in a lower effective resonator Q.  

In reality this attenuation tends to increase with the square of the frequency [30] on 

quartz substrates, and this dependence is likely to be typical of most substrates.  If QL is 

defined as the component’s loaded Q due to the of loss in this transmission line, then the 

effective Q [31] can be described as 
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 (12) 

The effects of these two components of QEFF are shown in Figure 4 where the 

rising lines are the contributions due to the delay element and the falling lines are the 

contributions due to the loss, and the results are shown at frequencies from 100 MHz to 

9000 MHz. 

 

Figure 4. Contributions to Q from delay and path loss at different frequencies. 

Combining the two contributions as described in Equation (12) produces the result shown 

in Figure 5 .  This result is very similar to that described by Lewis [32

10-4 10-3 10-2 10-1 100 101
100
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104

105

106

Path Length dτ (cm)

Q

QD(Delay) and QL(Path Loss)

 

 

9000
3000
1000
 300
 100

] and provides 

some insight regarding the optimal length of the device and the associated propagation 

QL 

QD 
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delay for maximum QEFF.  From Figure 5 it can be estimated that, in the region of path 

lengths that represent the rising portion of QEFF, its value is approximately 

 (13) 

 

 

Figure 5. Effective Q resulting from the two contributors. 

Another important factor affects maximum path length, which is proportional to N at any 

given frequency.  The frequency range met by the gain portion of the Barkhausen criteria, 

G > 1, is determined by the bandpass filtering capability of the IDT pair mentioned 

previously.   
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100

101

102

Path Length dτ (cm)

E
ffe

ct
iv

e 
Q

QEFF

 

 
9000
3000
1000
 300
 100

f, MHz 



14 

 

It is apparent that through efforts to increase Q by increasing the value of  (or 

equivalently, N) multiple values of N (and thus multiple values of frequency) will lead to 

meeting the conditions of both Barkhausen criteria.  Avoiding this frequency ambiguity 

requires that both criteria be met for only one value of N.  In order to ensure this non-

ambiguity, it is important that the selectivity of the filter be consistent with the value of N 

(and ).  An example of this problem is shown in Figure 6 where the green line shows 

the phase shift and the green dots show each point at which πφ N2= , which indicates a 

potential frequency of oscillation if there is sufficient G.  The blue line indicates the 

relative gain vs. frequency, recognizing that in this case additional loop gain would have 

to be supplied to support oscillation.  The red dots on the blue line correspond to the 

frequencies represented by the green dots, indicating a potential frequency for oscillation.  

This result poses the problem that with only about 1.5 dB of separation between the gain 

for the three candidate frequencies, it is highly likely that a spurious oscillation will occur 

at an undesired frequency.  Because of the nonlinearity of oscillator gain stages, it is 

frequently the case that an oscillator once excited at a frequency with sufficient gain will 

continue to oscillate at this initially excited spurious frequency and ignore other 

resonances that meet the Barkhausen criteria. 

tτ

tτ
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Figure 6. Case with insufficient selectivity to support the desired value of N. 

The general approach to increasing filter selectivity is to increase the number of 

fingers in the IDT.  In the case of Figure 7 the number of fingers per IDT was doubled 

from 32 to 64 and the result was an increase of gain separation to a little over 4 dB.  This 

change may still be insufficient, depending on the gain control available, but clearly 

indicates the relationship between N, the number of cycles of delay, and M, the number of 

fingers in the IDTs.  The 4-dB bandwidth can be generally approximated as  

where T is the propagation length of an IDT represented in seconds [33
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Figure 7. Case with selectivity increased by doubling the number of fingers. 
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2.2   Oscillator Phase Noise 

Phase noise in oscillators is a very important measure of quality.  The well-known 

Shannon-Hartley theorem, derived largely from Shannon’s Theorem [34

 

], posits that the 

maximum channel capacity using ideal coding techniques can approach the upper limit 

(14) 

where C is the channel capacity in bits per second, B is the channel bandwidth in Hz, and 

S and N are signal and noise power respectively.  When an oscillator is used for up 

converting or down converting between a baseband and a carrier signal, its noise adds 

directly to the signal, thus reducing channel capacity according to (14).  Oscillator phase 

noise creates an additional problem due to the fact that noise components mix with 

adjacent channel signals that may be larger than the desired signal, creating a noise 

component that is considerably larger than would be attributed to the phase noise 

component alone.  Because of the limiting behavior of the gain stages of oscillators, 

much of the inherent amplitude noise is suppressed so the phase noise is the dominant 

noise source. 

A model of oscillator phase noise was proposed in 1966 by D. B. Leeson [35

Figure 8

] in 

which it was postulated that there are three regions of noise as noted in .  Here Q 

is the loaded Q of the resonator, is the carrier frequency, is the offset (modulation) 

frequency, k is Boltzmann’s constant, T is absolute temperature,  is the power entering 

the resonator,  is the oscillator noise factor, and  is a constant related to the 

frequency where the  noise becomes dominant.   
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Figure 8. Leeson's oscillator noise model. 

It is customary to characterize the phase noise as the spectral density of the noise 

in a 1 Hz bandwidth relative to the carrier power.  Since the noise is actually the result of 

phase modulation in units of RMS radians, it scales with .  In the model 

shown, Zone 1 is the frequency range where the  noise due to the active device in the 

oscillator dominates.  Zones 2 and 3 include the frequency range where the amplifier 

thermal noise dominates.  Both Zones 1 and 2 are inside the half-bandwidth of the 

resonator so that their noise modulates the frequency of the system which when 

integrated becomes phase noise with an additional  power slope.  Zone 3 is outside 

the resonator bandwidth, so the noise is primarily thermal noise determined by the 

properties of the amplification system.  
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Important observations that can be made from this model include:  

• Increasing Q reduces the noise power in zones 1 and 2. 

• Increasing the carrier power improves the noise performance in all zones.  This 

observation is not quite accurate in the sense that for many resonators, an increase 

in carrier power will increase aging rate, thus causing deterioration in extremely 

close-in noise. 

• Increasing carrier frequency causes noise to increase at the rate of 20 dB per 

decade in zones 1 and 2 and extends the offset range for Zone 2. 

• The power spectral density is generally lower at greater offsets from the carrier in 

zones 1 and 2. 

The Leeson model is conceptually useful but various complications limit its 

capability to lead to design improvements.  As has been suggested in the literature [36], 

[37

There are some other fundamental relationships that are important to consider. 

] some of these limitations are related to the fact that the SAW resonators often have a 

flicker noise of their own, that amplifiers add phase variation throughout the chain so that 

the noise factor which emphasizes the noise contribution of the first stage may not be a 

valid measure, and that the quality of matching to the complex impedance of the SAW 

resonator can change performance considerably and make the characterization of loaded 

Q very difficult. 

• Multiplying the frequency of the oscillator output will change the noise across the 

entire spectrum at a rate proportional to the multiplication factor.  For example, 
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doubling the frequency will increase the phase noise by 6dB at all frequencies 

including frequencies associated with the noise floor. 

• Using an oscillator as a reference in a PLL will have exactly the same effect as 

multiplying the frequency but only approximately within the unity-gain 

bandwidth of the PLL. 

• Dividing the frequency of an oscillator output will decrease the noise across the 

entire spectrum proportional to the division factor except that the noise floor is 

controlled by the noise floor of the divider and its thermal (kT) noise.   

Because of these relationships it is customary to design a frequency source as a 

composite system of two or more oscillators.  The reference oscillator may use a quartz 

BAW resonator operating at a frequency of 10 MHz.  Ideally it would be an oven 

controlled crystal oscillator (OCXO) using a stress compensated (SC-cut) [38

Assuming that the application required an actual operating frequency of around 1 

GHz, the reference frequency would effectively be multiplied by 100, causing its noise 

levels to increase by 40 dB at all offset frequencies.  For close-in noise (small offsets) 

this increase may not be a problem because for a constant Q the noise would increase 

] quartz 

resonator operating at 70°C so that minimal capacitive tuning (which degrades the Q) is 

necessary to maintain the specified frequency.  The operating power of the quartz 

resonator must be chosen to achieve the desired stability tradeoff.  Operation at low 

power will reduce aging effects and enhance its long-term (close-in) stability.  From the 

Leeson model, however, low resonator power will cause an increase in far-out phase 

noise.  
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with frequency with any oscillator, so the end result would still be an acceptable level of 

phase noise.  Due to multiplication of the noise far from the carrier of the low-frequency 

reference oscillator, a low phase noise system will require the addition of a higher-

frequency oscillator which is optimized for a low level of far-out noise and is phase 

locked to the master oscillator with a relatively narrow loop bandwidth to benefit from its 

close-in noise but avoid its multiplied far-out noise.   

SAW resonators have the capability of producing oscillators with very 

competitive phase noise.  An example of the phase noise performance of a commercial 

SAW oscillator is shown in Figure 9 [39].  An example of slightly more impressive phase 

noise performance is provided by work done by Montress, Parker, and Andres [40

 

] with 

the results shown in cited reference’s Figure 8.   
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Figure 9. Example of a commercial SAW oscillator. 

Phase noise data from these two aforementioned SAW oscillators and two other 

oscillators are shown in Figure 10 – a Micro Lambda Wireless Inc. low-noise 3 GHz YIG 

oscillator [41] and a Bliley Technologies Inc. low-noise 10 MHz OCXO [42

While commercial SAW oscillators exist as shown by the example in 

].  In all four 

cases the phase noise is normalized to a carrier frequency of 1 GHz using the conversion 

factor of .   

Figure 9, 

their limited tunability makes them unsuitable for applications requiring the wide tunable 

range provided by YIG technology.  They are useful only in applications requiring 

narrow-band tuning capabilities where alternatives such as dielectric resonator oscillators 



23 

 

(DROs) may be preferred.  Consequently, SAW-based oscillators are less commonly 

found in commercial applications than oscillators using other resonator technologies. 

 

Figure 10. Phase noise of OCXO, SAW, and YIG oscillators. 

Based on the phase noise performance shown in Figure 10 an oscillator system 

would ideally be constructed by using the SAW oscillator phase-locked to the OCXO 

with a PLL gain crossover in the vicinity of 300 Hz.  This would limit the contribution of 

the elevated OCXO noise at frequencies offset by more than 300 Hz from the carrier. 

Figure 11 shows the composite of the OCXO and the SAW oscillators assuming 

an ideal PLL can be created that yields the composite optimum of the phase noise of the 

two sources.  Also included in this figure, for reference, are the specifications from two 

Agilent products that have excellent close-in phase noise performance – the Agilent 
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E5500 Phase Noise Measurement System [43] and the Agilent E8663B Analog Signal 

Generator [44

 

].  Again, an important caveat is that it is very difficult to create an 

optimum synthesizer that tracks the maximum performance of multiple sources.  

However, the fundamental performance is very encouraging. 

Figure 11. Phase noise of composite oscillator compared with two Agilent sources. 

The noise discussion is concluded with a simple visual example of how phase 

noise can affect the quality of a received signal when converted to the baseband.  As 

mentioned, when an oscillator is used as a local oscillator (LO) in a transmitter or 

receiver its phase noise adds directly to phase variation of the received baseband signal.  

Thus, its phase noise is a particularly important parameter in systems which incorporate 
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phase (or frequency) modulation.  The effects of phase noise on a 64-QAM (Quadrature 

Amplitude Modulated) constellation are shown in Figure 12. 

In practice phase noise which occurs at low rates is not a severe problem for 

communication systems where the pilot tones (the two green circles near either end of the 

real axis) are available for correcting for these errors.  The receiver can de-rotate the 

signal by using the pilot tones as a reference and bring the Error Vector Magnitude 

(EVM) back to an acceptable value for phase noise components at offset frequencies 

much less than the inverse of the symbol time (about 4 μs in wireless LAN applications).  

However, for noise at higher frequency offsets from the carrier this correction does not 

provide much, if any, compensation for the noise. 

  

Constellation prior to frequency  
conversion 

Constellation after frequency conversion 
with minor phase noise. 

Figure 12. Effect of phase noise on communication signal. 

This example shows how coding can be used to improve error rate in a noisy 

environment and how good design can help a system to approach the Shannon limits.  
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However, as mentioned previously, oscillator phase noise in the presence of adjacent 

signals causes more problems than just phase rotation of the baseband signal. 
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CHAPTER 3    RESEARCH CONCEPT AND IMPLEMENTATION OPTIONS 

3.1   Concept 

This research involved the development of approaches to increase significantly 

the fundamental flexibility and adaptability of the response of SAW devices by 

incorporating individual control of the signal applied to or received from each of the 

fingers of the IDTs.  The result, as demonstrated by the simulations and analyses, is a 

configurable SAW (CSAW) device capable of supporting the digital control of its 

response over a very wide frequency range.   

The conventional SAW layout shown in Figure 1 can be viewed in a different 

perspective as shown in Figure 13.  Here the horizontal axis of this plot represents 

position.  The piezoelectric potential is shown on the vertical axis vs. position at an 

instant in time when the signal at the fingers is at its peak magnitude.  In the case of the 

substrate area under the sending fingers, that voltage is due to the signal supplied to the 

sending fingers which induces vibration into the piezoelectric substrate due to the inverse 

piezoelectric effect.  The vibration travels as a surface wave to the right on the substrate 

as shown, inducing a voltage on the surface which, when in contact with the receiving 

fingers, is collected and presented to the output. 
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Figure 13. Piezoelectric potential vs. position for conventional SAW device. 

Since the vertical position of the finger structures in this figure represent voltage 

on the substrate, the green and red fingers would be oscillating vertically in such a way 

that every half-cycle they would exchange places.  This process works very effectively 

when the frequency of the signal is the center frequency fC as defined in Equation (1) 

such that the adjacent fingers are spaced by exactly a half wavelength.  However, at any 

other frequency the fingers would create destructive rather than constructive interference 

and the transmission level would be much lower.  It is also apparent that increasing the 

number of fingers will lead to more attenuation for frequencies slightly offset from fC due 

to additional phase shift in the longer IDT. 

The focus of the remaining discussion addresses the case where it is desired to 

launch an acoustic wave at a frequency f0 that is different from the frequency fC.  It can be 

readily noted that if such an acoustic wave were to be launched it would be periodic in 

time under each finger at frequency f0, but the phase relationship between the signals at 

adjacent fingers would be different from 180°.  Clearly, then, if a signal were supplied to 

each finger of the transmitter IDT at frequency f0 and with the proper phase relationship 

relative to the adjacent fingers, it would be possible to launch a signal at the desired 

frequency with constructive interference.  Furthermore, if the phase relationships were 
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properly maintained, then the peak response of the filter would shift from fC to f0.  

Similarly, if the signal from each receiving finger could be appropriately phase shifted 

prior to summing, then an adjustable frequency response would be created at the 

receiving IDT. 

This concept is illustrated in Figure 14 where, as opposed to the situation in 

Figure 13, the adjacent finger pairs may have a phase relationship that is different from 

180° and consequently the alternate sets of fingers having the same color do not 

necessarily share the same potential.  It follows that a major requirement for 

implementing this solution is to be able to individually control the signal phase shifts to 

each sending finger and from each receiving finger.  More discussion of this phase 

relationship can be found in Section 5.3. 

 

Figure 14. Piezoelectric potential vs. position with independent finger control. 

It is important to note at this point that with this approach it is no longer necessary 

for the fingers of either IDT to have equal spacing.  In fact, there may be some significant 

benefits to unequal spacing including increased directionality of the IDTs, wider tuning 

range, and more uniform performance across the frequency range as there would no 

longer be a frequency fC which would exhibit some performance anomalies. 
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For an application such as an oscillator resonator where accurate control of phase 

delay is critical, an important additional capability of this design is the flexibility of the 

concept of the IDT spacing  .  In Figure 1,  was the distance between the center 

finger of the sending IDT and the center finger of the same phase of the receiving IDT.  If 

the resonator of Figure 1 is operating in a way in which the Barkhausen criteria are met, 

all fingers of the same polarity are of the same phase, leading to the conclusion that 

 (15) 

where  is the wavelength at the frequency of oscillation  
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Figure 15. CSAW device with individual finger phase control. 

In Figure 15 the phase of the signal will vary with each individual finger but the factors 

determining  remain the same as shown in Equation (15).  However, due to this phase 

variation between fingers, the length of  is shown in Figure 15 as an approximate value 

as its actual value will vary with frequency.  It is important for the algorithm that 

computes the phase shift of the receiving fingers to determine this value of  or, 
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equivalently, the phase of the wave arriving at the first receiving finger at the desired 

oscillation frequency .  

The value of N in Equation (15) will naturally vary over the frequency range of 

oscillation according to (6) in order to limit the needed range of variation of  to . 

3.2   Ideal Implementation 

In an ideal implementation of the concept the transmitter phase control may be 

accomplished through the use of programmable gain amplifiers (PGAs) whose gain can 

be varied over a range of approximately (-1 to +1).  The signal applied to each finger is 

the sum of the output of two of these PGAs with one amplifying an in-phase signal and 

the other amplifying a phase-shifted (by ) quadrature signal.  This implementation 

is shown in Figure 16 where the in-phase and quadrature gains for finger m are 

represented by K1,mA1 and K2,mA1  respectively.  Note that the values of A2 and B2 in the 

figure represent the rotated voltage supplied to the finger and are derived based on the 

observed phase shift as shown in the figure. 

Td OSCλ
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Figure 16. Ideal implementation of send finger control. 

Note that for the purposes of computing the appropriate gains it is not necessary 

for the phase delay (as seen to create the signal VB) to be exactly , but rather it is 

important for the phase delay to be known as a function of frequency and for the phase 

delay to be a reasonable distance from 180°  in order to provide a useful quadrature signal 

component.  As can be seen in Figure 17, where the phase delay is represented by the 

angle , it is possible to achieve any desired phase rotation.  An example is represented 

by the red dot on the unit circle, where the proper gain coefficients were chosen.  This 

approach works well even in the case shown where the phase shift is considerably more 

than . 
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Figure 17. Method for adjusting gains to achieve desired sender rotation. 

The implementation of the receiving IDT phase control is accomplished through a 

pair of PGAs where the output of one set of amplifiers is summed with the output of the 

other set when followed by a phase delay.   
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Figure 18. Ideal implementation of receiving finger control. 
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As previously indicated, the gains can be adjusted programmatically once the 

desired frequency, inter-finger delay time, and the angle  is known.  The method for 

determining these gains for a particular expected finger voltage is shown in Figure 19. 

 

φ
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Phase shift from 
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Desired Vout(0) to 
summer

φπ −

 

Figure 19. Method for adjusting gains to achieve desired receiver rotation. 

An additional feature of this approach is that the IDTs become directional due to 

the phase shifting.  When the PGA gains are properly chosen for a particular 

 then the acoustic wave for a signal at frequency f0 will be preferentially 

launched in the desired direction toward the receiving IDT.  Conversely, if energy is 

supplied at frequency , the wave will be launched in the opposite direction.  

A similar directional preference exists with the receiver IDT.  The result of this 

directionality is that the insertion loss at frequency f0 is less than at frequency fC  as long 

as  is sufficiently large.  As mentioned earlier, this feature would be present over a 

wider range of frequencies if the finger spacing in the IDTs were made to be non-

uniform.  More discussion of this phenomenon is found in section 5.4. 

∆+= fff C0

∆−= fff C0'
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3.3   Practical Implementation Options 

This section begins with an overview of geometry considerations for the SAW 

transducer.  In Figure 20 the approximate maximum frequency is shown for three 

different propagation velocities as a function of the feature size used to create the 

transducer fingers.  This plot assumes that the minimum finger width and inter-finger 

spacing is the feature size, which implies that the finger width is 
4
λ .  Most materials 

exhibit a propagation velocity of 3 to 5 km/s for Rayleigh surface acoustic waves, with 

velocities up to 12 km/s for very hard (e.g. diamond) substrates.   

 

Figure 20. Maximum frequency vs. finger width. 
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A conclusion can be drawn from the data seen in Figure 20 that the feature size 

needs to be on the order of 1 µm or less for the device to operate in the vicinity of 1 GHz 

and a propagation velocity of 4 km/s.  Since the finger spacing (or pitch) is generally no 

less than twice the feature size, this suggests a desired finger spacing of no more than 2 

µm.  Future applications of these devices for communication systems would likely call 

for operation up to the vicinity of 5 GHz for evolving communication systems.  Further 

extension to reduce the finger width to 45 nm with a resulting frequency of 50 GHz using 

a high-speed substrate is also a strong possibility.  With these constraints in mind, it 

becomes rapidly apparent that the limited area available for the circuits necessary to 

interface with fingers spaced by the required distance becomes very challenging.  To 

make matters more difficult, bandwidth calculations suggest that the number of fingers 

should be in the range of 30 to 60 or more in each transducer for reasonable frequency 

selectivity.  Clearly, this makes the notion of connecting two high-resolution variable-

gain amplifiers to each finger very problematic.   

These constraints provide motivation to explore lower-resolution options that are 

less ideal from a performance standpoint.  An interesting starting point would be to 

consider a system which would support phase shifts of 
4
πφ N

=∆ radians with a total of 

eight phase possibilities as shown in Figure 21.   
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Figure 21. Phase rotation possibilities. 

While these combinations (which can be controlled by a mere 3 bits of data per 

finger) are quite limited compared to the phase variations that could be achieved by a 

high-resolution variable-gain amplifier, it can be seen from Table 2 that within the range 

of the expected number of fingers to achieve the necessary selectivity, there are still 

many combinations available that should yield reasonably good frequency control.  While 

this result does not necessarily verify that a proper combination will exist for every 

desired result, it suggests a strong likelihood that such is the case and this will be tested 

by the simulation results.  This outcome perhaps supports the quote by Voltaire [45] that 

“The perfect is the enemy of the good.”  
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Table 2. Number of phase combinations vs. number of fingers. 

M(#Fingers) Combinations 

32 1x1028 

64 7x1056 

128 5x10114 

 

Another way to view the tuning resolution with the finite number of phases is to 

consider that the total change in phase shift at the receiver due to the change of phase of a 

single finger would be approximately  

 (16) 

where  is the number of receive fingers.  Since  

 (17) 

it can be shown, for the example where τD = 100ns, , and , that 

 or   Tuning to frequencies 

between these points can be accomplished using the fine tuning mechanism as shown in 

Figure 2. 

There are several ways to accomplish these eight levels of phase rotation.  One 

approach is to begin with a pair of signals, one being the input signal and other being a 

signal shifted by approximately 90°.  These two signals can each be multiplied by –1, 0, 
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or +1 and the results added to get any of the eight phases shown in Figure 21.  Through 

logical control of gain elements, signals can be supplied to the sending fingers and 

extracted from the receiving fingers in a way that provides the desired phase shift in both 

cases.  A variety of implementations to support this approach have been explored 

including both a transmission-gate switching approach and a source-follower switching 

approach.  The source-follower-approach worked very well in simulations, but the layout 

showed that the space required was far in excess of the space available.  The 

transmission-gate switching approach was closer to working in the available space.  

However, a layout attempt of the transmission gate approach using a 0.5-µm 3-metal 

layer process showed that the approach would not be feasible for reasonable finger 

spacing.  However, a process that would support devices with 0.18-µm geometries and 

with a 6-metal process could work very effectively. 

It is appropriate at this juncture to note approaches to generating the 

approximately quadrature phase shift.  For the purposes of this discussion, it is assumed 

that the phase shift is generated by a simple delay transmission line.  However, there is 

wide availability of a device generally referred to as a –3dB 90° hybrid coupler that could 

also provide this phase shifting.  Either approach to generating the necessary quadrature 

phase shifting could be a suitable option.  With either the transmission line or the hybrid 

coupler approach, all of the required eight phases can be derived from a combination of 

inverting and summing gain stages.  It is also rather straightforward to develop four of the 

phases using three sections of transmission line with length  where Cλ is the 
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wavelength at the center frequency of operation.  Once these four phases are available the 

remaining required four phases can be generated through simple inversion. 

Another approach to managing the phase relationship at each finger is to create 

the eight individual phase busses and to connect the appropriate bus to each finger.  This 

connection could be established using a variety of RF switching technologies.  A 

conventional technology for doing this switching could be a CMOS transmission gate.  

Alternative, and perhaps much more interesting, technologies could include switching 

technologies based on phase-change switches utilizing chalcogenide materials.  The 

chalcogenide technology would provide the benefit of non-volatile configuration and 

small geometry accompanied by the challenges of programming as well as uncertain RF 

switching characteristics. 

 

3.4   Implementations Presented in this Dissertation 

For the development of this dissertation, performance simulations have been done 

for a wide variety of cases.  Results will be presented for two cases that are likely to be 

the most feasible to implement.   

Case 1:  Four phases are supplied to the control elements for each sending finger 

with approximately 
2
π  radians of phase separation between them.  The signal for each 

phase is derived from a set of four transmission gates (TGs) acting as resistive switches, 



41 

 

each connected to one of the phases through buffer stages.  Either one or two of the four 

transmission gates may be active for any finger at any time depending on the phase 

requirement.  The buffer stages are required between the phase lines and the TGs to 

provide isolation so that the load on each of the incoming phase lines is relatively 

constant and independent of the switch settings. 

Case 2:  Eight phases are supplied to the control elements for each sending finger 

with approximately 
4
π  radians of phase separation between them.  The signal for each 

phase is derived from a set of eight resistive switches where only one is active for any 

finger at any time.  The benefit of this approach is that the buffer stages may not be 

necessary as the fact that only a single switch is active for each stage will reduce phase 

rotation of the incoming signal due to switch loading.  The resistive switch in this case 

could be either a TG or an alternative switch design which could be constructed from a 

diode or an alternative material whose resistive state can be switched using either a 

volatile or non-volatile mechanism. 

In both cases, the process is essentially reversed for the receiving fingers, where 

the desired phase rotation is collected from each finger, amplified, and summed to the 

appropriate node, and each of the resulting phases appropriately rotated and summed to 

form the output signal. 
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3.5   Material and Fabrication Options 

The discussion up to this point supports the premise that a tight integration 

between the silicon-based interface elements and the fingers connected to the 

piezoelectric surface is essential.  Approaches such as connecting wire bonds between a 

silicon circuit and the fingers incorporated in an IDT on a piezoelectric substrate are 

impractical because of the geometries necessary to support wire bonding.  As a result of 

this limitation, it rapidly becomes apparent that the only reasonable approach to 

implementation is to find a way to integrate a piezoelectric substrate with a silicon 

substrate that contains the requisite electronic capabilities necessary for controlling the 

phase relationships between the adjacent fingers.   

It is well-known that silicon does not have piezoelectric properties and most 

piezoelectric materials do not make good semiconductors.  As mentioned earlier, GaAs is 

a material that has the dual property of being a good semiconductor and having 

piezoelectric properties, but its limited commercial use for either property is testimony to 

the design and processing challenges it presents. 

The most common practice to address this issue is to deposit a thin film of 

crystalline piezoelectric material on a dielectric layer deposited on the silicon-based 

integrated circuit.  In some cases the top metal layer may be exposed, either on top of this 

dielectric layer or co-planar with this layer.  Exposing the top metal layer of the 

integrated circuit enables this layer to serve the function of providing the metal fingers 

that are in contact with the piezoelectric film as shown in Figure 22 where the metal 
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fingers are shown in cross section above the SiO2 dielectric layer.  In this simplified 

diagram the controlling circuits are buried in the substrate below the SiO2 layer shown. 

 

Figure 22 Cross-section view of a thin-film piezoelectric material on Si. 

Alternatively, the dielectric layer may cover the top metal layer and the fingers 

can be deposited and patterned following the deposition of the piezoelectric film and 

connected to the circuitry through exposed vias.  Using this approach the fingers would 

then be above the piezoelectric layer.   

The dielectric layer can be a conventional material such as SiO2 or Si3N4.  Harder 

dielectric materials such as diamond-like carbon (DLC) [46

Two commonly used piezoelectric thin films [

] may also be used and can 

support higher acoustic velocities in the piezoelectric film deposited on them with a 

resulting increase in the upper frequency capability of the SAW device (refer to Figure 

20).  Depending on the thin film structure and the crystal orientation of the piezoelectric 

film, various waves as described in Section 1.1 may dominate. 

47] are Zinc Oxide (ZnO) on Si 

[48], [49] and Aluminum Nitride (AlN) on Si [50], [51] and on GaAs [52].  ZnO can be 

deposited by Electron Cyclotron Resonance (ECR) sputtering [53], Thermal 

evaporation[54], Atomic Layer Deposition (ALD) [55], Metal-Organic Chemical Vapor 
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Deposition MOCVD [56], DC Sputtering[57], RF Sputtering [58], Reactive RF 

Sputtering [59], Molecular Beam Epitaxy (MBE) [60], and spray pyrolysis [61

All of the process listed above have apparently been able to achieve good results 

in terms of depositing films that exhibit good piezoelectric properties.  Most of the 

process descriptions suggest that the substrate should be in the range of 200 – 400 °C for 

good crystal growth, and some of the processes show improved results from post-

deposition annealing.  Good results have been reported by Hickernell [

]. 

62

“Transducer quality surface-wave films are characterized by their optical 
clarity, high density, smooth surface, small crystallite size, and well-
oriented crystallite axes.” 

] using both DC 

sputtering and DC and RF Compound sputtering of ZnO.  Hickernell reports that  

Research has been done with a wide variety of orientations including (from top to 

bottom) a): IDT/Piezo/SiO2/Si,  b): Piezo/IDT/SiO2/Si, c): IDT/Piezo/MGP/SiO2/Si, and 

d); MGP/Piezo/IDT/SiO2/Si, where Piezo represents a piezoelectric thin film and MGP 

represents a thin film metal ground plane.  Wu et al reported results with all four 

combinations [63

Trolier-McKinstry and Muralt [

].  It appears that all of the listed orientations can be made to work, but 

orientation b) provides what appears to be both good performance as well as some 

processing benefits as it enables the use of the top metal layer in the IC process to serve 

as the IDC fingers.  This approach avoids the need to perform a metal etch of the fingers 

on top of the piezoelectric thin film and the resulting damage that may occur to that film 

during the etch process. 

64] suggest that, while both wurtzites ZnO and 

AlN show good piezoelectric response along the [0001] axis, AlN has the advantages of 
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higher resistivity due to its larger band gap but requires more demanding vacuum 

conditions in order to avoid mechanical stresses.  ZnO deposition is less demanding but 

since Zn is a fast-diffusing ion it creates incompatibilities with other semiconductor 

processes.  With both films the underlying crystal structure and ion bias must be 

controlled in order to assure good selectivity between the (0001) and the  

orientations.  

Finally, a simplified top view of a possible layout of a SAW device on a Si 

substrate is shown in Figure 23.  In an actual layout it is likely that circuits would also 

reside under the SAW fingers and use all of the available space on the substrate. 

 

Figure 23 Top view of possible layout of circuits and SAW device. 
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3.6   RF Considerations 

High frequency operation adds considerable complexity to a design.  

Consideration must be given to RF issues such as mismatches, reflections, source, load, 

transmission line impedances, crosstalk, device impedances, and group delay effects.  

Typically, a concern is raised when line lengths exceed a few percent of the RF 

wavelength.  The approach of the RF designer would be to carefully match impedances 

when splitting an RF signal to multiple ports using standard designs such as a 3 dB 

hybrid splitter or a Wilkinson power splitter, both of which are designed to minimize the 

effect of reflections from one output port on the signal sent to a second output port.   

This classical analog approach is rather different from the approach used in the 

digital design world regarding such challenges as clock distribution, which is achieved at 

multi-GHz rates without dealing with matching issues.  The digital approach incorporates 

numerous active devices with relatively high input impedances to minimize loading 

effects on a signal commonly distributed to numerous nodes.  In simulating and 

implementing these designs, it is important to understand the power of the MOSFET and 

CMOS buffer while also recognizing the limitations due to finite source impedances, 

device and transmission line parasitic effects, and the effects of reflections and group 

delays.  Shrinking geometries continually move the design center toward the simplified 

digital approach, but increasing frequencies continue to present their analog challenges. 
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3.7   Additional Phase Noise Considerations 

There are two issues related to phase noise that were not covered in the previous 

discussion which pertained to the conventional SAW device.  These issues are the noise 

due to the tuning voltage and the noise related to the fact that there is a buffer amplifier 

for each receive finger compared to a single buffer amplifier for the entire receive IDT in 

the conventional SAW device. 

The frequency control for a typical widely tunable oscillator uses an analog 

voltage that can tune the oscillator resonator over its entire frequency range.  This is the 

case for a standard YIG or varactor-tuned resonator as shown in Figure 24.  In the case of 

the CSAW oscillator the analog tuning range can be very limited  

 

Figure 24 Tuning noise source for analog-tuned broadband oscillator. 

The concern regarding the SNR at the output of multiple buffers is addressed in Figure 
25.  The important point shown here is that the signals from the outputs of the individual 
buffer amplifiers are added coherently while the noise from these buffers is added non-
coherently.  Thus the total SNR is the same for both the conventional and the 
configurable SAW configuration. 

  



48 

 

 

 

 

Figure 25 SNR comparison of conventional SAW vs. CSAW. 
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CSAW 
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CHAPTER 4    PRIOR AND CURRENT ART 

The unique aspects of this proposed concept include the use of digitally-

controlled complex finger weighting for both the sending and receiving transducers to 

create a wide-band tunable SAW oscillator with a predictable oscillating frequency.  The 

concept of connecting to individual fingers is not new.  It was suggested by Tancrell in 

1971: 

“For surface wave devices, the restriction that the coefficients be real is 
related to the fact that the same voltage appears across every finger pair. 
Otherwise the need to supply a voltage of different amplitude or phase at 
each finger increases the difficulty of fabrication enormously. The 
restriction that the elements be uniformly spaced is only due to the fact 
that most of the work on digital filters and antennas has been concerned 
with this case.” [65

Numerous discussions of tunable SAW resonators for filter and oscillator 

applications have appeared in the literature.  Some use multiple IDTs on the same 

substrate to provide different filter responses [

] 

66].  Still others use an approach whereby 

the propagation velocity of the substrate is slightly modified through changes in electrical 

bias [67], [68], or through applying physical force by means such as magnetostrictive 

[69] or magnetoacoustic [70] materials.  Others use an external phase shifting network 

with the capability to achieve a wide phase variation [71], [72].  An architecture was 

proposed by Amorosi and Campbell that used two different delay paths and a variable 

gain for each of the paths operating in parallel to create a variable effective delay [73]. 
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Several papers have been published that discuss the concept of adjusting the gain 

(or tap) weights on individual fingers.   Kenny et al. mentions the problem of the image 

passband mirrored about the center frequency fC  when not using complex gain terms 

[74].  Pastore et al. suggests that “Unambiguous frequency translation requires a complex 

multiplication … along with broadband 90° splitters and combiners.”  The authors then 

abandon that approach and discuss an approach using dissimilarly tuned input and output 

IDTs to avoid the image problem [75].  Kenny et al. discusses the simulation of a 

programmable SAW filter with variable gain and sign on the input and output fingers but 

no quadrature phase variation [76

Panasik et al. [

].  The results of a prototype with four weighted output 

taps were reviewed. 

77],[78],[79] along with Zimmerman et al. [80] published papers 

in which various weighting designs were used to modify the frequency response of a 

SAW device but did not include any quadrature weighting.  Duquesnoy et al. 

[81]published a paper using real weighting of the receiving fingers using a GaAs 

substrate.  Oates et al. described methods of capacitively coupling RF signals [82] [83] 

[84]to a SAW delay line through an air gap and using biased MOS capacitors to control 

the real tap weights.  Van Rhijn et al. [85]used switched JFETs on the receive fingers to 

control real tap weights.  Hunsinger and Franck used programmable-current shunt diodes 

[86] to control receive finger real tap weights.  That work was extended by inserting an 

Acoustic Charge Transfer (ACT) –based Programmable Tapped Delay Line (PTDL) 

using GaAs to receive and select the SAW signals by Guediri et al. [87] 
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Two patents on related concepts have been issued to J.A. Kosinski and R.A 

Pastore.  One was issued on October 1, 2002 on the topic “Programmable saw filter 

including unidirectional transducers” where the design focused on using a phased array of 

fingers in order to achieve directionality so as to reduce the “triple transit” effect [88

The other patent awarded to the same inventors was issued on April 1, 2003 

entitled “Programmable surface acoustic wave (SAW) filter” [

].  

This patent application supports the concept of individual interfaces to the IDT fingers 

but does not suggest an oscillator application.  Additional attempts to date to find existing 

research on the topic of digitally tuning the SAW device to create a wideband oscillator 

have not yet yielded any evidence of existing work. 

89] in which multiple IDTs 

were used along with different coupling resistance values for each to provide for 

adjustable weighting.  This patent does not discuss individual control of fingers or 

quadrature weighting.   
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CHAPTER 5    SIMULATION  

5.1   Simulation Approach 

A common approach to simulating SAW devices is using the Coupling of Modes 

(COM) theory [90] [91] [92] [93

The research for this dissertation required a more system-oriented approach to 

simulation than could be supported by the existing COM tools and their derivatives.  

Future work will likely involve the COM tools to refine the design details, but the intent 

of this work was to demonstrate the described conceptual approach.  After considering 

various options to build a system simulation tool to support this research, it was decided 

to develop SPICE models to simulate the SAW function.  This approach offered the 

benefit of excellent integration with the semiconductor circuits necessary to interface 

with the SAW device.  It is important to note that the SPICE transmission line is a 

“coupling of modes” model where the modes are the electric and magnetic fields.  The 

electromagnetic transmission line, therefore, has a close functional resemblance to the 

electroacoustic transmission line created by the SAW structure. 

].  These tools may be adaptable to future work, but they 

are designed to analyze classical multi-finger IDT structures and do not provide for 

integration with circuits such that the interaction between the circuits and SAW devices 

can be analyzed. 
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While the use of SPICE to simulate SAW functions is uncommon, it has been 

done before.  Early work was done by Bhattacharyya et al. [94] where SPICE 

transmission lines were used to simulate IDT elements and their interface with the 

transducers.  Further work by Hohkawa et al. [95] included a more complete model using 

transmission lines based on an impulse model of the SAW filter[96

The simulations were performed using a combination of MATLAB®, available 

from The Mathworks, and LTspice, available from Linear Technology Corporation.  The 

desired circuit is created using LTspice which can simulate the electronic devices using 

their SPICE parameters and which can simulate the SAW devices using appropriate 

lengths and parametric values of lossy transmission lines.  The parameters for the lossy 

transmission lines were chosen to yield insertion loss results similar to those of published 

SAW devices.   

].  These simulations 

all used lossless transmission lines.  The work conducted for this research expanded 

considerably on this early SPICE work by incorporating lossy transmission lines to 

simulate the SAW functions and by developing a very tight integration between SPICE 

and MATLAB. 

The key to making this simulation tool pair useful is the structuring of the 

LTspice simulation files so that MATLAB code can read the critical SAW parameters, 

read and modify the control devices in the simulation file, launch the simulation, and read 

and analyze the simulation results.  The MATLAB code is given a target frequency from 

which it determines, using appropriate algorithms combined with the SAW parameters in 

the simulation file, the desired phase offset for each finger of the sending and receiving 
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IDTs.  These results are then used to determine the optimum control settings in the 

circuits of the simulation file. 

The MATLAB code can cycle through a chosen set of target frequencies, run the 

desired AC analysis at each frequency, and interpret the resulting amplitude and phase 

response of the simulation result.  The simulation time, which can take many hours for a 

wide range of target frequency samples, can be optimized by controlling the frequency 

range of analysis to cover a reasonable range of frequencies around the target frequency. 

In practice this is accomplished by reading the LTspice netlist file for the 

prototype system, creating and saving a modified version of the file for a particular target 

frequency, launching an instance of LTspice in batch mode with that modified netlist 

filename as a command line parameter, waiting for the simulation to complete, then 

reading the LTspice data (.raw) file and interpreting the data.  It is also quite useful if the 

MATLAB code can, in addition, create the resulting LTspice schematic files for the 

purposes of providing more detailed understanding about the circuit function.  This is the 

approach used to create the simulation results described in the following section. 

Numerous approaches to hardware implementation have been explored for this 

research.  Some were rejected due to excess complexity or difficulty to implement in the 

available space given the required finger pitch.  Two of the most promising architectures 

are discussed in section 5.2.  The software algorithms used to control this hardware to 

achieve the desired frequency control is discussed in section 5.3. 
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5.2   Simulated Designs 

Many simulations have been conducted in exploration of various approaches to 

this research.  For the purposes of this dissertation the results for the two cases described 

in section 3.4 will be given.   For these simulations the device parameters used were those 

of the AMIS 0.5µm C5N [97] process available through the MOSIS Fabrication Service 

[98

Table 3

].  The frequency ranges chosen for simulating these systems is an octave with a 

geometric center at approximately 200 MHz and 800 MHz.  As the simulations will 

indicate, the C5N process has adequate performance for these frequency ranges, but a 

process with improved frequency response would be necessary to extend the operating 

frequency range.  Most of the devices use the parameterized geometries listed in .  

Parameterizing the geometries simplifies the modifications necessary to adapt the design 

to a different process. 

Table 3. General SPICE simulation device parameters 

.param lm=.6u   minimum length 

.param wm=20u base NMOS channel width 

.param wmin=10u minimum channel width 

.param k=2.45 ratio of PMOS channel width to NMOS channel width 

.param VDD=5 supply voltage 
 

A summary of the cases follows. 

Four phases are supplied to the control elements for each sending finger with 

approximately 

5.2.1  Design Case 1 

2
π  radians of phase separation between them.  The process of generating 
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these four phases begins with the source shown in Figure 26 which creates the signal 

VinQ having a nominal phase delay of 
2
π  radians at the center frequency of operation.  In 

this figure the input AC voltage source Vin is swept as defined by the SPICE directive in 

the simulation.   

 

Figure 26. Input simulation source. 

These two signals, VinI and VinQ are both sent to two inverting buffer pairs for 

each finger as shown in Figure 27 in order to make the signals Ipos, Ineg, Qpos, and 

Qneg available to the set of 4 transmission gates (TGs) shown in Figure 28.  The buffer 

stages are required to provide isolation so that the load on each of the incoming phase 

lines is relatively constant and independent of the switch settings. 

 

Figure 27. Inverters used to generate four phases from the two quadrature phases. 
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Figure 28. Sending finger control element. 

The design of the inverters using devices from the C5N process previously 

mentioned is shown in Figure 29 where the component values are chosen to yield a gain 

over the range of operating frequencies of close to , and the capacitor C1 is 

chosen to compensate for the device capacitances and Miller effect in order to create a 

phase shift close to π radians over the range of operation.   

 

Figure 29. Inverter design. 
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As the simulation results will show, the values chosen will create in the system an 

increase of gain with frequency up to a point but will manage to maintain the phase 

requirements reasonably well.   

The device parameters in Figure 29 (as are virtually all devices used in this 

simulation) are parameterized based on the technology.  The globally-set terms lm and 

wm are minimum length and minimum width, respectively.  The parameter k is set 

globally to compensate for the higher mobility of the N-channel devices relative to the 

mobility of the P-channel devices for the process technology and is set to a value of 2.45 

for these simulations.  This value was derived based on simulations of various inverter 

designs.  The value of Kinv is chosen to provide suitable bandwidth for the given 

capacitive loads.  The value of C1 is chosen to compensate for the gate capacitance of the 

devices and to improve the gain flatness and phase response. 

The signal for each phase is derived from a set of four transmission gates (TGs) 

acting as resistive switches, each connected to one of the phases through the buffer 

stages.  Either one or two of the four transmission gates may be active for any finger at 

any time providing one of 8 phases at approximately 45° increments.   

In an actual circuit there will be no need for the DC blocking capacitor C1 shown 

in Figure 28 since the piezoelectric material should have very high DC resistivity.  The 

circuit inside each of the TGs is shown in Figure 30 where the width and length of the 

MOS devices can be controlled parametrically.  In an actual implementation the TGs will 

be controlled by a shift register, but for this simulation their state is controlled by the 

MATLAB code which modifies the SPICE netlist and can also create an LTspice .asc file 

with the digital values set to tune the resonator to the desired frequency. 
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Figure 30. Transmission gate circuit. 

The outputs of the drivers directly drive the array of lossy transmission line 

segments that comprise the simulated IDT as shown in Figure 31. 

 

Figure 31. Lossy transmission line segments simulating IDT portion. 

where the parameters of the transmission line segments are controlled by the SPICE 

directives shown in Table 4.  In the simulation the parameter dl is set by the MATLAB 

code, and the parameter Tiflen is set to be the length corresponding to a half wavelength 

at frequency fC. 
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Table 4. SPICE directives for IDT transmission lines. 

.param TIFlen0=1.0*Tiflen 

.param TIFlen1=(1+1*dl)*Tiflen 

.param TIFlen2=(1+2*dl)*Tiflen 

.param TIFlen3=(1+3*dl)*Tiflen 

.param TIFlen4=(1+4*dl)*Tiflen 

.param TIFlen5=(1+5*dl)*Tiflen 

.param TIFlen6=(1+6*dl)*Tiflen 

.param TIFlen7=(1+7*dl)*Tiflen 

.model LTIF0 LTRA(len={TIFlen0} R=.05 L=1.25n C=500f) 

.model LTIF1 LTRA(len={TIFlen1} R=.05 L=1.25n C=500f) 

.model LTIF2 LTRA(len={TIFlen2} R=.05 L=1.25n C=500f) 

.model LTIF3 LTRA(len={TIFlen3} R=.05 L=1.25n C=500f) 

.model LTIF4 LTRA(len={TIFlen4} R=.05 L=1.25n C=500f) 

.model LTIF5 LTRA(len={TIFlen5} R=.05 L=1.25n C=500f) 

.model LTIF6 LTRA(len={TIFlen6} R=.05 L=1.25n C=500f) 

.model LTIF7 LTRA(len={TIFlen7} R=.05 L=1.25n C=500f) 
 

The 32-finger sending system consists of 4 modules each of which contain 8 

transmission gate sets as shown in Figure 28 that drive the 8 ports Vo0 through Vo7 of 

the segmented transmission line shown in Figure 31.  For completeness, the eighth 

transmission line segment is between adjacent modules.  The number of modules can be 

expanded arbitrarily.  An example of a single 8-finger sending module is shown in Figure 

32 where the data inputs have been set by the MATLAB code to 0 (represented by the 

ground symbol) or 5V (represented by the number “5”) to control the 32 internal TGs 

which adjust the phase sent to each of the 8 fingers.  Note that the first sending module 

shown below (as well as the last receiving module) has the transmission line terminated 

in a matching load.  These terminations are very important to prevent reflections from the 

end of the finger array from re-entering the system.  In practice there will need to be an 

acoustically-absorbing material to be applied to the ends of the substrate to minimize 

these reflections.  This is particularly important order to minimize the response of the 

system to image frequencies which are preferentially sent and received in the opposite 

direction from the desired frequency as will be seen in section 5.4.1.  The limited 

accuracy from simulating the degree of acoustic reflection following mitigation for an 
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actual device may lead to errors in predicting the response to the image frequency.  It is 

important to note that other factors such as gain variations vs. phase angle in both the 

signal generation in the sender or summation of the received signals can also lead to 

leakage at the image frequency. 

 
Figure 32. Eight-finger sending module. 

The transmission line emerging from the last of the sending modules directly 

drives a special transmission line that simulates the relatively long delay between the 

sending IDT and the receiving IDT.  In this simulation the length of this delay line was 

chosen to be 100ns, equivalent to 20 wavelengths at the center frequency of 200 MHz.  

Increasing the delay time would yield higher Q but would need to be accompanied by an 

increase in the number of fingers in each IDT in order to increase the selectivity of the 

filtering provided by the IDTs.  This delay line along with the first of four eight-finger 

receiving modules are shown in Figure 33 where the digital inputs have again been 

programmed by the MATLAB code (in this case for a frequency of 280 MHz). 
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Figure 33. Eight-finger receiving module and intra-IDT delay line. 

Further examination of a receive module shows another array of transmission line 

segments in Figure 34 that provide inputs to each of the receive finger control elements in 

Figure 35 consisting of 4 TGs per finger whose conductivity is controlled by shift 

registers in the actual circuit and which are controlled by the MATLAB code for the 

simulation.  The TG design is as shown in Figure 30.  Once again the capacitor in Figure 

35 is necessary for simulation only as that DC blocking function will be provided by the 

piezoelectric dielectric properties. 

 
Figure 34. Lossy transmission line segments simulating receive IDT line. 

 

Figure 35. Receive finger control element. 
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The output of each of these control elements drives a set of inverting buffer 

elements shown in Figure 36 where each inverter is as shown in Figure 29.   

 
Figure 36. Buffer elements driven by the receive element signals. 

The I and Q signals from the buffers for all of the 32 receive fingers are summed 

in the circuit in Figure 37 to form the final output.  The passive components for this 

summing circuit will not be integrated into the IC, and the transmission lines and 

summing function will likely be replaced by an RF combiner. 
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Figure 37. Quadrature combiner for the receive fingers. 

The intent of this design case is to support the potential for using solid-state 

switching mechanisms to select the phase relationships between the various fingers in a 

device.  A very interesting approach would be to use a non-volatile switching element 

such as a chalcogenide-based resistive element as a switching device using an 

architecture similar to a crossbar switching matrix.  This could lead to a device with a 

programmable frequency-response, and once programmed the response would be retained 

through the non-volatile nature of the switching elements.  It could also be potentially 

used as a passive element in the operational mode.  However, it is likely that there will 

need to be active devices integrated in the system to support the switch programming 

mode. 

5.2.2  Design Case 2 
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For this simulation the AMIS 0.5µm C5N devices were used as described earlier 

except that the switches used were SPICE behavioral switches that will be described 

later.  At this time the RF parasitic characteristics of switches fabricated from the 

chalcogenide materials is not well understood, so it is not possible to construct a highly 

accurate model of these devices.  This simulation model will, however, provide a good 

basis for further study of the capability of devices utilizing switches with various RF 

properties. 

This design case requires that eight phases be supplied to the control elements for 

each sending finger with approximately 
4
π  radians of phase separation between them.  

The signal for each phase is derived from a set of eight resistive switches where only one 

is conducting for any finger at any time.  The benefit of this approach is that the buffer 

stages may not be necessary between the phase lines and the switches since there is no 

need to create intermediate phases by combining the signal from two phase lines.  The 

resistive switch in this case could be either a TG or an alternative switch design which 

could be constructed from a diode or an alternative material whose resistive state can be 

switched using either a volatile or non-volatile mechanism.  The circuit to generate the 

eight required phases is shown in Figure 38 where the passive devices would be located 

outside of any integrated circuit and may be replaced with RF coupler elements. 
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Figure 38. Signal Generation Circuit 

The analog buffer ABuf is constructed as shown in Figure 39 

 

Figure 39. Analog buffer. 

where the input analog inverter AinvG is constructed from minimum-geometry devices 

as shown in Figure 40, and the wide inverter AnivW is constructed of devices with triple 

the ordinary width as shown in Figure 41.  The components for the wide inverter are 

chosen to provide a gain with unity magnitude and a phase shift of π radians.   
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Figure 40. AinvG Input inverter. 

 

 

Figure 41. AinvW Wide analog inverter. 

The design of this system does not, for this simulation, provide any buffers 

between the 8-phase signal generator and the switches controlling the signal to the 
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fingers.  As a result, the number of finger loads on each phase of the generator can vary 

from 0 to half of the sending fingers.  The wide inverter AnivW is needed to reduce the 

signal level variation due to load variation 

The inverting buffer InvBuf of Figure 42 is similar to that of Figure 39 with the 

addition of an Ainv module that is identical to that shown in Figure 29. 

 

Figure 42. InvBuf Inverting buffer design. 

The eight phases are supplied to each sending module as shown in Figure 43 

where the eight inputs SPh0 through Sph7 are the eight sending phases.  The nodes Ti 

and To are the transmission lines and, as previously, the input port of the transmission 

line is terminated with a matching resistor, and the output port To is connected to an 

eighth transmission line segment representing the space between IDT fingers.  In this 

case there are eight fingers being controlled, and there are no decoders embedded in the 

module so that there are eight bits of control data for each finger with the resulting 64 bits 

of control data.  The 0-0 through 7-0 represent the control bits for finger 0 in the module, 

and exactly one of these bits should be active as indicated by the number 5 on the line.  It 

can be seen in the figure that the eight active control bits are associated with eight 
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different fingers.  As with the previous simulation, the LTspice schematic file with the 

appropriate control bit assignment is created by the MATLAB code operating on the 

requirement for a given desired frequency.   

 

 

Figure 43. Eight-finger sending module. 

The eight fingers in each of the sending modules are controlled by the eight 

switch sets shown in Figure 44 with each of the modules supplying a signal to one of the 

fingers Vo0 to Vo7.  Each of the modules has eight signal phase inputs Sph0 through 

Sph7 and eight control inputs Ph0 through Ph7. 
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Figure 44. Switching modules controlling the fingers. 

As mentioned earlier, the switching elements are behavioral SPICE switches with 

programmable on and off resistances as shown in Figure 45.  The parameters listed for 

the switch model can be easily modified and additional parasitic elements can be easily 

added in parallel and series with these elements to simulate various solid state switching 

materials and geometries.  It is also possible to use transmission gates in place of these 

switches, should that alternative provide some benefits over the architecture used in 

Design Case 1. 

 

Figure 45. Detail of the finger control elements. 

The output of the last sending finger module drives a transmission line that 

simulates the propagation between the sending and receiving IDTs.  As in Design Case 1, 

the length of this line is set to 100 ns which corresponds to 20 wavelengths at the center 

frequency of 200 MHz.   
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The output of the delay line is sent to the array of receiving fingers where a 

similar set of switching elements connects the finger signal to the appropriate phase 

summing junction as shown in Figure 46.  As with the sending module, further 

refinement of the switch parameters and parasitic elements can be easily added to 

simulate the actual switching device RF characteristics. 

 

Figure 46. Receiving module switching array. 

The outputs of these finger switches are sent to the receiver summing module 

shown in Figure 47.  This module is designed to provide the appropriate phase shift to 

each of the finger signals.  The simulation results suggest that this module design works 

reasonably well, but there is likely an opportunity for improvement in this design.  

Providing accurate signal summing capability over a large bandwidth at high frequencies 

is challenging.  Using conventional transmission line combiners works well, but these 

devices are inherently bulky and tend to support a limited frequency range.  Solid-state 

summers will generally utilize high impedance sources supplying signal currents to a 

low-impedance node serving as the input to a transimpedance amplifier that effectively 

translates input current into an output voltage with good gain. 
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Figure 47. Receiving summing and shifting module. 

The bias circuit in Figure 47 is derived from Baker [99

Figure 

48

] with minor modifications 

to parameterize the device geometries.  The modules named AInvVLZ is shown in 

 and the non-inverting version of it named ABufVLZ are identical except for the 

absence of the output inverter included in Figure 48.  The devices AinvG and Ainv are as 

shown in Figure 40 and Figure 29 respectively. 
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Figure 48. Low input impedance amplifier stage. 

The gain of the non-inverting version of the device ABufVLZ is shown in Figure 

49 where the magnitude is relatively flat.  The phase delay is more than desired but can 

be compensated for in the algorithms described in the following section. 

 

Label translation: 

Vb1 → Vbias1 

Vb2 → Vbias2 

Vb3 → Vbias3 

Vb4 → Vbias4 



74 

 

 

Figure 49. Gain of the amplifier in Figure 48 

The interesting aspect of this design is that the low input impedance shown in 

Figure 50 can be achieved due to the feedback through device M3 combined with the 

relatively high gain of the input stage due to the dual cascode configuration.  Stability 

tests show good margin and the power consumption is very low. 

Phase 

Magnitude 
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Figure 50. Input impedance of amplifier in Figure 48 

The final output of the device is shown in Figure 47.  This completes the 

description of the hardware component of the simulation. 

  

Magnitude 

Phase 
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5.3   Simulation Algorithms 

This section describes the algorithms for computing the phase control parameters 

for the digitally controllable SAW resonator which meets the Barkhausen criteria at a 

desired frequency fD.  For this description it is assumed that the spacing of the fingers is 

constant.   

The basic phase shift between fingers in an IDT is given by 

5.3.1  Determining the phase shift between IDT fingers  

 (18) 

where the transit time between fingers is  

 (19) 

given dF and v as defined in Equation (1) and the period of the desired frequency 

 (20) 

 

The target phase of the input signal that should be supplied to each of the sending 

fingers, converted using the standard modulus function so that it falls in a range of [0:2π], 

is 

5.3.2  Determining target phase of the signal to each finger 

 (21) 

where NI is the number of sending fingers and the operation  returns an array 

of NI elements increasing uniformly from 0 to . 
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If the spacing is not uniform, then adjustments can be easily made to this equation 

where the phase shift angle between fingers depends on the finger pair.  At this point the 

target phase angle is now known for the sending fingers.   

If eight phase angles are used, the available angles would ideally be 

5.3.3  Determining available phases of the input signal 

 (22) 

One implementation of this system would be achieved by utilizing a conventional 

two-way 90° hybrid power splitter [100

(22)

] combined with inverters and summers to 

provide the required phases.  Four phases listed in Equation , 

can be developed by using the two outputs of the 90° hybrid power 

splitter (0° and 90°) and adding two inverter stages to produce the angles 180° and 270°.  

The other four phases can be created by summing each pair of adjacent quadrature 

signals.  The data sheet for the hybrid splitter shown in the reference suggests a phase 

imbalance, or difference between the phases of the two outputs, to vary by less than 7 

degrees over a greater than octave frequency range as shown in Figure 51. 
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Figure 51. Mini-Circuits model “QCN-3+” 90° splitter “phase unbalance.” 

While this appears to be a very useful component for generating the requisite 

phase shifts for both the sending and receiving process, there does not appear to be a 

satisfactory SPICE model available to support this device.  Consequently the SPICE 

simulation used for this dissertation developed the phase delay with a conventional 

transmission line.  With such a transmission line the phase characteristics will lead to a 

phase delay proportional to frequency.  This provides manageable but not optimal 

performance over an octave of frequency range where the phase delay has a 2:1 range.  A 

somewhat realistic work-around for this situation would be a delay line in SPICE the 

length of which was MATLAB controllable based on the desired resonator frequency.  

Since the intent of the simulation for this work was to evaluate the performance under 

conditions as realistic as possible, this approach was not pursued.  However, it would be 

very easy to do and will be considered for future simulation of a system that might 

incorporate the hybrid splitter and combiner.  For the purposes of this simulation, the 

assumed available phase shift angles are 
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 (23) 

which are the angles available from inverting and summing components from an 

unshifted signal and a signal delayed by an angle  which has a nominal value of  at 

. 

For the purposes of this discussion it is assumed that the available phases are distributed 

as specified in Equation 

5.3.4  Assigning input signal phases to the fingers 

(22).  Obvious modifications to this discussion can be made to 

support the available phase distribution of Equation (23).  For a conventional SAW 

device where fD = fC (and TD = TF) the target phases are relatively easy to assign as they 

are limited to 0 and π (or 180°) as shown in Figure 52.  

 

Figure 52. Phases of sending fingers for conventional SAW device. 
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However, for the devices described in this dissertation where the desired frequency may 

be significantly different from the center frequency of the device, the target sending 

finger phases are generally very different.  An example of this case is shown in Figure 53.  

In this figure the angles of the ascending portion of the sinusoid, shown in blue, 

correspond to the left axis and the angles of the descending portion of the sinusoid, 

shown in red, correspond to the right axis.  The marker “X” corresponds to places where 

the ascending portion of the sinusoid crosses a finger location while the marker “O” 

corresponds to the finger crossing of the descending portion.  In Figure 53 the desired 

frequency is higher than the center frequency while in Figure 54 the desired frequency is 

lower than the frequency fC. 

 

Figure 53. Sending finger phases for fD > fC. 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0

45

90

135

180

S
en

d 
P

ha
se

 o
f a

sc
en

di
ng

 s
ig

na
l (

X
)

0 15
360

315

270

225

180

Finger number

S
en

d 
P

ha
se

 o
f d

es
ce

nd
in

g 
si

gn
al

 (O
)



81 

 

In both cases the algorithm for determining the phase to supply to each of the 

sending fingers is identical.  The phase of choice is the phase corresponding to the closest 

phase alternative among those listed in Equation (22) at the finger crossing.  Using Figure 

53, for example, the phases selected would be 0°, 270°, 180°, 45°, 0°, and 225° for the 

first six fingers, noting that 0° and 360° are the same phase.   

 

Figure 54. Sending finger phases for fD < fC. 

 

Following the selection of the optimal available phase variation of the input 

signal, it is now necessary to estimate as accurately as possible the actual launch angle of 

the acoustic wave, defined as the phase of the acoustic signal at the last sending finger.  

The launch angle is ideally determined by the weighted mean of the contribution to the 

5.3.5  Estimating the launch angle 
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launched signal by all sending fingers, where the weighting factor is a combination of the 

amplitude of the signal at each sending finger and the attenuation through the sending 

IDT.  Phase distortion due to reflections is neglected in this estimate.  Each finger is 

delivered a version of the input signal shifted by a known angle and the acoustic wave 

from each finger travels at an assumed velocity with a resulting phase shift to the end of 

the sending IDT.  Ideally the signal contributed by each finger at that point should be 

identical, but because of the limited phase resolution there will be some variation in the 

phase of the signal contributed by each finger.  In reality other non-ideal conditions will 

inject additional phase errors into the signal, most notably the reflections of the acoustic 

waves from the fingers they pass as they travel along the surface.  To some extent this 

reflection phenomenon is incorporated in the SPICE model as a result of the impedance 

mismatch due to injecting the signal into the transmission line junction.   

The array of signal phase angles supplied to the input finger array is 

 (24) 

where  is an array selected either from Equation (22) or (23) and  is the 

index array selected for the array of sending fingers to yield the desired phases. 

The angular finger delay array due to the transit time for each finger to the launch 

point is the target angle of each finger subtracted from the target angle of the last finger. 

 (25) 

The contribution angle is then 

 (26) 
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The launch angle, assuming equal signal level at each finger and negligible attenuation 

through the sending IDT, is then determined by the mean of the angle of all the 

contributing signals 

 (27) 

 

Given a launch angle, the expected phase angle at the first receiving finger, or the 

receive angle, is determined by the frequency, the propagation velocity, and the distance 

between the closest transmit and receive fingers.  Once again, there are many factors in 

reality that distort the receive angle and lead to imperfections in the estimation.  A typical 

cause of error is a phenomenon referred to as the triple-transit effect which is caused by 

an acoustic signal reflecting from the receiving fingers back toward the sending ones and 

the resulting reflection being sent back toward the receiving fingers at a different phase 

angle.   

5.3.6  Estimating the receive angle 

In the simulations used here the receive angle is estimated by  

 (28) 

where is the desired frequency,  is the propagation delay through the electronics 

circuits,  is known phase errors due to internal reflections and mismatches, and  

 (29) 

where  is the distance between the IDTs as measured by the closest finger pair and  

is the acoustic velocity of the substrate. 
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For the receiving IDT the algorithm is similar to the algorithm for the sending 

fingers.  The first step is to determine the angle expected to be received at each finger 

given the frequency and the angle received at the first finger determined by the 

 value.  The available phase delays are, for this research, assumed to be 

similar to those available for the sending fingers.  The objective is to rotate the angle of 

the received signal from each receiving finger to zero degrees using the available phase 

delays and add it to the total received signal.   

5.3.6  Assigning phase delays to the receiving fingers 

An initial approach is to simply find the closest match to the target receive angle 

for each finger and assign it to a phase delay that generates the closest match to a zero-

phase result.  In the example shown in Figure 55 where fD > fC and  

the objective is to provide sufficient delay so that the signals from all fingers are rotated 

to 360°.   
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Figure 55. Receiving finger phases. 

Thus the phase delay applied to the received signals from the first six fingers, for 

example, should be 225°, 0°, 180°, 315°, 90°, and 225°.  This delay can be computed by 

subtracting the received angle from 360° or simply by using the opposite vertical axis.   

While the approach as described is a good approach, it is not generally optimal 

because it does not necessarily lead to the minimum total phase error.  It is quite possible 

that when each finger is connected to the phase that is closest to its desired phase the final 

output phase will have a bias and not be as close to a zero phase error as possible.  Stated 

differently, if the phase errors for all fingers are of the same polarity, the total will not be 

as close to zero as desired.  Various approaches exist to address this phase bias problem.  

One approach is to apply a dither to the phase selection.  Another approach that may be 

slightly better would be to exhaustively search all reasonable alternatives of adjacent 
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phases to find the optimal outcome.  The dither approach currently used in this research 

leads to good results.  The simulation algorithm is summarized in Table 5. 



87 

 

Table 5. Algorithm to determine finger phases 

1). Determine critical parameters:
• Finger spacing TIF
• IDT spacing TIDT
• Substrate velocity v
• Desired frequency fD
• Phase rotation ø
• Number of fingers in IDTs MS, MR

2). Determine phase angle options, e.g.

     θ = .5[0, ø, 2ø, ø + π, 2π, ø + 2π, 2ø + 2π, ø + 3π] 

3). Determine desired phase at the sending fingers
• δøF = 2πfDTIF    (phase shift between fingers)
• øFDS =  mod(δøF [0 : MS-1], 2π)

4). Create a Send array of the indices of the array in 2) whose angles most closely 
match the angles determined in 3). This array is used to control the phase selection of 
the send IDT fingers.  Also create an array of actual angles øFAi of the signal applied to 
the fingers.

5). Estimate the launch angle øL by finding the weighted mean of the contribution angle 
øCi of each of the sending fingers: øCi = øFAi - δøF (MS -i - 1), i = 0 : MS – 1 and the 
weighting factor is based on the sending finger amplitude and the attenuation between 
the finger and the launch end of the sending IDT. 

6). Estimate the receive angle  øR =  mod(øL – fD (TIDT + TP), 2π)
   where TP  is the estimated excess propagation delay added by the electronic circuits.

7). Estimate the angle of the signal that will appear at each receive finger:
øFDR =  mod(øR  - δøF [0 : MS-1], 2π)

8). Create a Receive array of the indices of the array in 2) whose angles most closely 
match the angles determined in 7). This array is used to control the phase selection of 
the receive IDT fingers.  Consider modifications to reduce the mean phase error due to 
the discrete phases available.
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5.4   Simulation Results 

The primary focus of the simulation is to determine how closely the frequency 

response and the phase shift of the SAW device and the associated electronics match the 

behavior predicted by the algorithm.  This behavior is controlled exclusively by the 

digital data created by the algorithm and sent to the simulator where it adjusts the phase 

shifts applied to the fingers.   

5.4.1  General Simulation Observations 

These frequency response and phase shift parameters are the dominant factors that 

control the tuned frequency of an oscillator controlled by the SAW resonator.  Gain 

variation with frequency is of less concern as it can be compensated for with 

programmable variable-gain amplifier devices. 

The results will show inconsistent and rapidly-fluctuating amplitude and phase 

performance in the vicinity of the center frequency as was discussed previously in section 

3.2.  This fluctuation is due to a variety of factors.  One of the factors is inherent in the 

nature of the SAW device itself and is due to the fact that at their center frequency the 

sending fingers radiate equally well in both directions.  Thus some of the radiated energy 

travels in the wrong direction and gets partially reflected back at various phases.  Due to 

reciprocity, it can be shown that the receiving fingers are also less effective at picking up 

the proper signal.  At frequencies away from the center frequency the signal is 

preferentially sent in the desired direction since the phase shifting of the fingers causes 

constructive interference in that direction and destructive interference in the opposite 

direction.  This effect can be observed in Figure 56 where the LTspice input signal is 
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swept from 140 MHz to 280 MHz and the signals at five locations on the sending IDT 

and the final output are observed.  In this case the finger phases are set to create a 

bandpass filter at 160MHz and as in all of these tests the finger spacing is set to be a half 

wavelength at 200 MHz.  Finger 15 is at the midpoint of the sending array and it can be 

seen that the signal amplitude at that point is approximately the same when a 160 MHz 

signal is launched as when a signal with the image frequency of 240 MHz is launched.  

The solid lines in the figure are magnitude and the dotted lines are phase.  The interesting 

characteristic about the phase is the increase in the magnitude of the slope at the  
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Solid traces are magnitude, dotted traces are phase. 

Figure 56. Acoustic amplitude of desired and image components vs. position 

Sending Finger 0 

Sending Finger 7 
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Receive Finger sum 
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24 dB 
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As the observation point moves toward Finger 0 the relative amplitude of the 

image signal increases and the opposite happens when the observation point moves 

toward Finger 31, the last of the sending fingers. It can also be observed that at Finger 31 

the difference in amplitudes of the response at the desired frequency of 160 MHz is 

approximately 12 dB higher than the response at the undesired image frequency of 240 

MHz. At the combined output of the phase rotated receive signal the response at the 

desired frequency is approximately 24 dB higher than the response at the image 

frequency.  This increase in separation supports the reciprocity comment made 

previously. 

The explanation for this phenomenon is simply that when the finger phases are set 

to provide constructive interference in the proper direction for the desired frequency they 

are inherently set to provide constructive interference in the opposite direction for the 

image frequency.  This is the reason for taking care to minimize acoustic reflections from 

the edge of the piezoelectric surface.  It also explains some of the anomalous behavior in 

the vicinity of the center frequency where this directionality is less effective.   

There are several approaches available to address this issue.  Various finger 

designs, generally referred to as Single Phase Unidirectional Transducers (SPUDTs) can 

significantly reduce this bidirectional response [101].  In some implementations of SAW 

devices the fingers are bifurcated to reduce their effective width, creating an effective 

SPUDT [102].  In general the drawback to SPUDT designs is that the increasing 

complexity of the finger geometry results in a larger effective finger pitch (and therefore 

a lower resonant frequency) for a given photolithographic process.  The alternative of 

slight variations of finger pitch with a well-chosen pattern may also hold promise for 
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reducing this effect since there would no longer be a frequency that would support 

bidirectional transfer for all fingers. 

Two types of simulations are run for each design.  The initial type involves 

multiple simulations, each examining the response of the device over the entire frequency 

range of interest with the device configured for a specific desired resonant frequency.  

Starting with Design Case 1 (DC1) described previously, the simulation determines the 

frequency response at the arbitrarily chosen desired frequencies of 160 MHz, 200 MHz, 

and 240 MHz.  The results are presented here graphically in 

5.4.2  Design Case 1 Simulation Results 

Figure 57 through Figure 59.  

For each test the magnitude and phase of the response is plotted with the green circles on 

the phase plot appearing at increments of 360° showing the possible oscillation 

frequencies and the red dots on the amplitude plots appearing at the same frequencies but 

showing the amplitude of the response at that frequency.  The title of the plot contains the 

target frequency and the frequency at which the phase is the multiple of 360° that is 

closest to the maximum amplitude response.  The frequency at which this occurs is 

referred to as the Peak Phase Frequency and is the frequency at which an oscillator would 

typically find its resonant frequency. 
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Figure 57. Results for a desired frequency of 160 MHz. 

 

Figure 58. Results for a desired frequency of 200 MHz. 
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Figure 59. Results for a desired frequency of 240 MHz. 

For each simulation run the simulator produces a variety of detailed results 

including the results shown in Table 6.  The most important results are the “Peak Phase 

Frequency” and the “Phase at the Desired Frequency.”  The phase at the desired 

frequency suggests the magnitude of the phase correction required to compensate for the 

phase error in order to tune an oscillator to the desired frequency in a phase-locked loop 

(PLL).  Conversely, the Peak Phase Frequency suggests the frequency error that would be 

encountered without the appropriate phase correction.  The Peak Amplitude result 

indicates the variation of gain required to achieve sufficient open-loop gain to initiate 

oscillation. 
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Table 6. Summary of simulation results. 

Test Number 1 2 3 
Desired Frequency: 160.00 MHz 200.00 MHz 240.00 MHz 

Peak Amplitude: 16.88 dB 20.31 dB 20.29 dB 
at frequency: 160.650 MHz 200.550 MHz 240.420 MHz 

Peak Phase Frequency: 160.050 200.040 MHz 240.030 MHz 
Phase at Desired Frequency: 2.61° 2.26° 1.85° 

 

The simulation tool is easily adapted to produce a wide variety of analyses.  

Clearly, the results shown so far for this Design Case cover only three frequencies.  The 

second type of simulation provides results similar to those shown in Table 6 for a wide 

variety of frequencies over the frequency range of interest.  The simulation tool can also 

provide the results of this repetitive analysis.  However, depending on the number of 

points of interest the simulation can take many hours or days to complete.  An example of 

this analysis covering numerous frequency points is shown in Figure 60 through Figure 

62.  In Figure 60 the total phase shift through the SAW device and associated electronic 

circuit is shown at each analyzed frequency. Based on data from previous runs of similar 

simulations, certain system performance parameters such as excess propagation delay and 

phase shift through the electronics have been quantified.  The values of these parameters 

are assigned to variables in the algorithm that determines the finger phases, resulting in 

precompensation for some of these global effects.  The performance parameters shown in 

these plots are the results directly from the SPICE simulation of the entire device.  The 

simulation can also analyze the statistics of this result.  In this case the standard deviation 

of the phase is approximately 4 degrees.  The simulations in this case were done at 100 
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kHz intervals over the 140 MHz operating frequency range, resulting in 1401 separate 

simulations. 

 

 
Figure 60. Phase at desired frequency for DC1. 

The data in Figure 61 are similar to those of Figure 60 except the plot shows the 

simulated uncorrected resonant frequency of the device whereas Figure 60 shows the 

predicted phase correction that would need to be applied to achieve the desired 

frequency.  In the three plots in Figure 60 through Figure 62 it is readily apparent that the 

results at the frequencies in the vicinity of 200 MHz fluctuate over a greater range than 

the results further from that center frequency.  This fluctuation is due to SAW factors 
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that frequency range, as well as a more uneven distribution of the phase shifts which 

results in poorer performance of the summing nodes. 

 

 
Figure 61. Frequency error for DC1. 
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Figure 62. Amplitude response vs. frequency for DC1. 

The results of Figure 62 show the amplitude at the desired frequency for each of 

the simulations.  The gradual rise in the response is due largely to peaking capacitors, 

such as the capacitor C1 shown in Figure 41, added to the various inverters and buffers.  

Adjusting these values could result in a flatter amplitude response but result in a change 

in the phase response.  The approximately 5 dB of variation can be easily compensated 

for with a variable gain RF amplifier. 

Design Case 1a (DC1a) utilizes the same architecture and electronics as were used 

in DC1 except the finger spacing is changed by a factor of 4 to provide a center 

frequency of 800 MHz.  The preliminary results from testing over a frequency range of 

500 MHz to 1 GHz are very encouraging with the results from the end points of the 
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frequency range shown in Figure 63 and Figure 64.  The primary limitation is the 

decrease of gain of about 8 dB over the octave which will require additional 

compensation to correct for.  Based on Equations (7) and (9) the estimated Q for this 

configuration is . 

 

Figure 63. Results at 500 MHz for the high-frequency DC1a case. 
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Figure 64. Results at 1 GHz for the high-frequency DC1a case. 

Design Case 2 (DC2)can be simulated in a very similar manner.  The results will 

show more phase variation than in DC1 because there is less isolation between fingers 

connected to the same phase and, therefore, more interaction.  Consequently the phase 

relationships between the fingers are not as well controlled.  The results for the same 

three frequencies are shown in 

5.4.4  Design Case 2 Simulation Results 

Figure 65 through Figure 67. 
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Figure 65. Results for a desired frequency of 160 MHz. 

 

 
Figure 66. Results for a desired frequency of 200 MHz. 
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Figure 67. Results for a desired frequency of 240 MHz. 

As with DC1, the same analysis can be performed with multiple frequencies.  The 
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phase is approximately 6.9° during a similar run of 1401 frequencies spaced at 100 kHz 

intervals.  The largest phase error is approximately twice as large as with DC1.  The 

performance of the DC2 design could probably be improved with additional buffering 

between fingers.  Conversely, providing additional correction either through more 
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satisfactory performance with the benefit of lower power consumption and compatibility 

with non-volatile switching technology. 
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Figure 68. Phase at desired frequency for DC2. 

 

Figure 69. Frequency error for DC2. 
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Figure 70. Amplitude response vs. frequency for DC2. 

The data show that the overall performance of DC2 is less predictable than the 

performance of DC1.  As with DC1, the greater fluctuation excursion in the frequencies 
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CHAPTER 6   CONCLUSIONS AND FUTURE WORK 

6.1   Conclusions 

The results of the design and simulations discussed in this dissertation support the 

premise that the techniques discussed offer a very viable approach to developing 

programmable SAW resonators.  These devices can be used as resonators for high-Q 

oscillators, as programmable filters, correlators, convolvers, and in special applications 

such as programmable dispersive delay lines for chirp radar or as a device for detecting 

materials that may have frequency-sensitive properties.  The simulations show that even 

with a limitation of eight levels of phase control per finger for each IDT the 

controllability of the resonant frequency is limited by the anomalies of the device physics 

and the process of accurately delivering the intended phase shifts to the fingers and not 

by the inherent resolution of the control process.  The results suggest that there appears to 

be considerable opportunity to develop this technology further to extend the frequency 

range, to increase the Q of the resonator, and to extend the technology into additional 

application areas.  

  



106 

 

6.2   Future work 

Future work can be focused initially on efforts to experimentally verify the theory 

presented in this dissertation.  This work can include: 

• Prototype the concept on a piezoelectric substrate with several pre-

programmed frequency responses. 

• Characterize approaches to developing the phase shifts and switching the 

phases to the fingers. 

• Develop thin-film processes for depositing and patterning piezoelectric 

materials on an integrated circuit with the SAW fingers integrally 

connected to the appropriate circuits. 

• Determine appropriate integrated circuit processes and lay out a test chip 

to use for the integration. 

The second focus will be to improve simulation capability, particularly in the area 

of developing or acquiring tools to characterize finger impedances, along with the SAW 

attenuation and reflection properties. 
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