ECG 703- Spring 2021

Homework Set 2

a) Create aset of 2D data ( d = 2, features: x = (x4, x3) )

b) Randomly create a set of 20 data points (N = 20) such that for
each point x = (x4, x,), the coordinates x;, x, be integers. x4,
X, are to be limited to the [-30,+30] range and uncorrelated.

c) Choose the line x; + 2x, - 1.1 = 0 as your target function, where
the points on one side of the line maptoy = +1
(f = x4 +2x, — 1.1 > 0) and the other points maptoy = —1
(f = x4 +2x, —1.1 < 0). Now, you have a set of 20 data points
(x,y) as your separable data points.

d) Plot the points on the 2D plane labeling them with “+” or “-“ or
Red and Blue.

e) Implement and run the simple perceptron algorithm. You must
write the perceptron code from scratch as opposed to using the
code in software packages. Make sure to include declarations
next to code lines for ease of readability. How many iterations
does it take to arrive at the solution boundary (estimated target
function)? Plot 4 iterations including the final one showing the
boundary line at each iteration. Draw function f line on the last
plot and explain why they are different.
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Part a)

| NSTRUCTI ONS
Create a set of 2D data ( d=2, features: x=(x_1,x_2) )
nmaki ng some arbitrary vectors to use on the 2d

| npl enent ati on
Two row vectors were created for x1 and x2 with 20 col ums each

format conpact

% nitilizing and allocating x1 and x2 vectors
disp('Initializing and allocating x1 and x2 vectors');
xl=zeros(1, 20);

x2=zeros(1, 20);

di sp(x1)

di sp(x2);

Initializing and allocating x1 and x2 vectors
Col ums 1 through 13

0 0 0 0 0 0 0 0 0 0 0
0 0
Col ums 14 through 20
0 0 0 0 0 0 0
Col ums 1 through 13
0 0 0 0 0 0 0 0 0 0 0
0 0
Col ums 14 through 20
0 0 0 0 0 0 0
Part b)
| NSTRUCTI ONS

Randomy create a set of 20 data points (N=20) such that
for each point x=(x_1,x_2), the coordinates x_1,x_2 be integers.
X _1,x 2 are to be limted to the [-30,+30] range and uncorrel at ed.
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| mpl enent ati on

A matrix of two rows and 20 colums with random vari abl es was
created. The first row vector was set to x1 and the second row
to x2.

X =randi([-30,30], [2,20]); %array of 2x20 random val ues wi thin -30
and 30 range

x1
X2

Part c)

X(1,:); %nmaking the first row of X equal to x1
X(2,:); %nmaking the first row of X equal to x1

| NSTRUCTI ONS

Choose the line x_1+2x 2 - 1.1 = 0 as your target function, where
the points on one side of the line nap to y=+1

(f=x_1+2x_2-1.1>0) and the other points map to y=-1
(f=x_1+2x_2-1.1<0). Now, you have a set of 20 data points

(x,y) as your separable data points.

| npl enent ati on

A for loop grabs every random point's x1 and x2 fromthe random
vector and puts those values in the target line function

If the output is posive x1 and x2 are store in a vector
varial be called "y plus_x1" and "y plus_x2". If the output

is negative then x1 and x2 are store in y_minus_x1 and

y_mnus _x2. Figure 1 shows the first plot with the target |ine
and the 20 random poi nts.

%line belowis to make the target line function the sane range as
% x1 maxi mum and m ni mum val ues
x1 sort = sort(x1, 'ascend');

% The variables and vectors decl ared bel ow were used for the first
pl ot

% to identified the points above and bel ow the target |ine

j p=1;

jmeL;

y_plus_xl=zeros(1, 2);

y_plus_x2=zeros(1, 2);

y_mnus_xl=zeros(1,2);

y_mnus_x2=zeros(1,2);

y = zeros(1, 2);

% the for | oop bel ow checks for all random points (x1,x2) and

al | ocates

%themon 2 different vectors; one for the points above the |ine and
% anot her one for the ones below the |ine

for i=1:20
f = x1(i) + 2*x2(i) - 1.1; %target function
if f >0
y_plus_x1(jp) = x1(i);
y_plus_x2(jp) = x2(i);
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y(i) =1,
I p=]p+l;
el se

y_mnus_x1(jm=x1(i);
y_mnus_x2(jm=x2(i);
y(i)=-1;
jm=jml;
end
end
%/l engt h=I engt h( x1)

% the lines below displays the y output, -1 or 1
di sp('y output of +1(above the Iline) or -1(below the line');

di sp(y);

% the |lines below display thr random poi nts above the |ine and bel ow
di sp(' Final Vector Values From Target Function');

di sp(' Random Poi nts Above Line');

di sp(y_plus_x1);

di sp(y_pl us_x2);

di sp(' Random Poi nt Bel ow Li ne');

di sp(y_m nus_x1);

di sp(y_m nus_x2);

%di sp(j p);

Yeli sp(jm;

x2_|f = -(x1_sort./2) +0.55; %target line function x1 + 2x2 - 1.1 =0

clf(figure(l))
figure(l)
pl ot (x1, x2, "b*"); % plotting the random val ues of x1 and x2
title(' Random Poi nts and Target Line Function');
suptitle('Figure 1')
x| abel (" x1");
yl abel (" x2");
hol d on
plot(x1_sort,x2_If, 'm ); %lotting the line function, the x-value is
t he
% ange of the maxi nun and m ni mrum of x1 row
| egend(' Random Poi nts', ' Target Line Function')
grid on
hol d of f

y out put of +1(above the line) or -1(below the |ine
Colums 1 through 13

1 1 1 1 1 1 -1 -1 1 1 1
1 -1
Col ums 14 through 20
1 1 1 1 -1 1 -1

Fi nal Vector Values From Target Function
Random Poi nts Above Line
Colums 1 through 13
21 26 5 23 -30 7 0 5 15 -15 10
24 16
Col ums 14 through 15
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Colums 1 through 13
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Col ums 14 t hrough 15

-1

Random Poi nt Bel ow Li ne

Part d)

20

18 -25 -29 21

-17 8 -23 -18
Figure 1
Random Points and Target Line Function
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Pl ot the points on the 2D plane labeling themwth “+" or “-*
or Red and Bl ue.

| mpl enent ati on

The figure bel ow plots the random points above the target |ine
with a "+" in blue for points above the target line and a "+"
inred for the points below the Iine

clf(figure(2))

figure(2)

plot(y_plus_x1, y_plus_x2, 'b+');
title(' Labeling Random Points');
suptitle(' Figure 2');
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x| abel (" x1");

yl abel (" x2");

hol d on

plot(y_mnus_x1, y_mnus_x2, '"r+');

grid on

plot(x1_sort, x2_If, "m)

| egend(' Poi nts Above', 'Points Below , 'Target Function')

hol d of f
Figure 2
Labeling Random Points
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Part e)

INSTRUCNTIONS: Implement and run the simple perceptron algorithm. Y ou must write the perceptron
code from scratch as opposed to using the code in software packages. Make sure to include declarations
next to codelinesfor ease of readability. How many iterationsdoesit taketo arrive at the solution boundary
(estimated target function)? Plot 4 iterations including the final one showing the boundary line at each
iteration. Draw function f line on the last plot and explain why they are different.

Implementation: A fixed starting line was chosen with given (w) values which are w(x)_old. Then it goes
into awhile loop with if statements and a couple for lopps that take the first misclassified point, takes the
coordinates and produces new weights (w). Once it implements the new set of weights anew function line
is created, and then it goes through the loop again to recheck how many and which are the misclassified
points. Thereis also avarialble counter that counts the iterations. Figure 3 shows a plot with the path and
number of iterations the line function is taking. Figure 4 shows the first 3 iterations and the last itiration
along with the target line in red and the random points above and below. The last itiration is in magenta
color and it should be close to the target line function. The starting and first itiration isin blue, the second
in green, third in cyan and the last one in magenta.
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The total number of iterationsis shown in figure 3 and at the bottom of the outputs section.

Thelast function line and the target line are not the same for several resons. First, there are infinite number
of line functions that can separate the data linearly using 20 random points. Second, depending on how
clotter the data is around the target function, the learning line will get closer towards the target line but
not exact unless the number of data points keepsincreasing.

% starting line function is 0.5x2 + x1 + 0 = 0, which for this
% case is fixed and is the first itiration since it checks for
% m scl assified points.

% bel ow are the starting weight (w values the x range of the
%training line and the learning rate

n = 0. 005; % learning rate

w0 _old = 0; % starting weight O
wl old = 1; % starting weight 1
w2 old = 0.5; %starting weight 2
x1 new = -30:30; % x1 range of val ues used on plots

%tarting line function 0.5x2 + x1 + 0 = 0

new y plus_xl=zeros(1,2); %stores x1 points above the learinig |ine
new y plus_x2=zeros(1,2); %stores x2 points above the learinig |ine
new_ y mnus_xl=zeros(1,2); %stores x1 points below the learinig |ine
new_y_m nus_x2=zeros(1,2); %stores x2 points below the learinig |ine
new y = zeros(1, 20); % stores newy output, -1 or 1

m sclassified_x1 = zeros(1,2); %holds x1 msclassified val ues

m scl assified_x2 = zeros(1,2); %holds x2 msclassified val ues

mss = 1; %counts msclassified point each iteration
iterations = 0; %nitializing iteration counter

clf(figure(3)) %clears the figure 3 each tinme the code is run
clf(figure(4)) %clears the figure 4 each tinme the code is run

while mss ~= 0 %while the counter,"m ss", that holds the nunber of
% m sclassified points is not equal to zero

% i ncrenenting variables used with vectors to store x1 and x2 points
% above and bel ow the learing line

new_j p=1;

new_j mel;

% st at enent bel ow deci des if between the starting weight val ues
% gi ven above or the new wei ght val ues dependi ng on the nunber
% of iterations

if iterations ==

w0_ol d;

wl ol d;

w2_ol d;

el se
w0_new,
wl_new;
W2_new,

SE® REB
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end

% the for |oop bel ow takes the current weight (w) values and puts
%themw th the line function and rechecks for new m scl assified
% val ues
for i=1:20
f2 = wi*x21(i) + w2*x2(i) + wo;
if ((f2 >0) & (new jp <jp))
new y_ pl us_x1(new_jp) x1(i);
new_ y_ pl us_x2(new_j p) x2(i);
new y(i) = 1;
%li sp(new._y);
new jp = new jp + 1;
elseif ((f2 <= 0)&&(new jm< jn)
new y mnus_x1(new jm=x1(i);
new_y m nus_x2(new_jm =x2(i);
new y(i)=-1;
%li sp(new._y);
new jm= new jm+ 1;
end

end

m ss=0;

y_shoul d_be = zeros(1:2); %initializing vector for the output
% val ue the m scl assified point
% shoul d be

% the | oop bel ow checks for the target line y output of -1 and 1
% and conpares it with each Iine iteration to see if there is any
% m sclassified points. If there are any m scl assified points

% then the variable "mss" will count up, however the "m ss"
% nunber val ue shoul d decrease per iteration
for i =1:20

if new y(i) ~= y(i)
mss = mss + 1;
m scl assified_x1(mss) = x1(i);
m scl assified_x2(mss) = x2(i);
y_shoul d_be(m ss) = y(i);

%
%
%
%

di sp("m scl assified points");
di sp(m sclassified x1);
di sp(m sclassified x2);

di sp(m ss);
end
end
iterations = iterations + 1; % iteration counter
w0_new = w0 + n*y_shoul d_be(1)*1; %creates new wei ght, w0
wl_new = wl + n*y_shoul d_be(1)*m sclassified_x1(1); %", wl
wW2_new = w2 + n*y_shoul d_be(1)*m sclassified_x2(1); %", w2
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%f _line variable below receives a returning |ine from
% funciton "fun", which takes wei ght val ues and x range
f _line = fun(w0, wl, w2, x1 new);

%figure 3 below plots all the iterations
figure(3)

plot(x1_new, f _line, "b")

title(' Total Number of Iterations')
suptitle(' Figure 3");
% subtitle('3);

text = ['Nunber of Iterations ="', nunstr(iterations)];
| egend(text)

hol d on

x| abel (" x1");

yl abel (" x2");

grid on

%figure 4 below plots 4 iterations and the target |ine. Blue,
% green, and cyan are the first 3 iterations and nagenta is
%the last iteration. The target line functionis in red
figure(4)

plot(y_plus_x1, y plus_x2, 'b+");

title('4 Iterations with Target Function Looping in Real Tine')
suptitle(' Figure 4");

x| abel (" x1");

yl abel (" x2");

hol d on

plot(y_mnus_x1, y_mnus_x2, 'r+');

grid on

hol d on

plot(x1_sort,x2_If, "r') %plotting target line

hol d on

if iterations ==
first iteration = f_line;
plot(x1_new, f _line, "b")
%irst iteration = f _line
hol d on

elseif iterations ==
second_iteration = f _line;
plot(x1_new, f _line, "g")
hol d on

elseif iterations ==
third iteration = f_I|ine;
plot(x1_new, f _line, "c")
hol d on

end
end

plot(x1l_new, f line, "m) %plots the last iteration line for
hol d of f % figure 4
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% the |lines below was used for testing the m sclassified outputs -1
and 1

% di sp("new_y output of +1(above the line) or -1(below the line)");

di sp("New_y vector output to be verified with first set of y output");
di sp(new._y);

di sp("Final Vector Values from Perceptrom Al gorithm);
di sp("Random Poi nts Above Last Itiration Line ");
di sp(new_y_ plus_x1);

di sp(new_y_plus_x2);

di sp("Random Poi nt Bel ow Last Itiration Line");
di sp(new_y_m nus_x1);

di sp(new_y_m nus_x2);

di sp("m sclassified points");

di sp(m scl assified_x1);

di sp(m scl assified_x2);

di sp(m ss);

di sp("The value the m sclassified should be");

di sp(y_shoul d_be) ;

di sp(" Nunmber of iterations");
di sp(iterations);
%li sp(first_iteration);

clf(figure(5))

figure(5)

plot(x1_new, first_iteration, 'b');
title('4 lIterations with Target Function');
suptitle(' Figure 5);

hol d on

pl ot (x1_new, second_iteration, 'g');
plot(x1_new, third_iteration, 'c');
plot(x1_new, f _line, "m)
plot(x1_sort,x2_If, "r")
plot(y_plus_x1, y plus_x2, 'b+");
plot(y_mnus_x1, y_mnus_x2, 'r+');

| egend(' First lteration', 'Second Iteration', 'Third lIteration', 'Last
Iteration', 'Target Function','Points above', 'Points Bel ow)

grid on

hol d of f

% funtion below returns a line function froma set of weights given
function f1 = fun(wo, wl, w2, Xx1_new)

x2_new = ((-wl*x1l new) - wO*1)/w2 ;

fl1 = x2_new,
end

Output Section

New y vector output to be verified with first set of y output
Colums 1 through 13
1 1 1 1 1 1 -1 -1 1 1 1
1 -1
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Col ums 14 through 20
1 1 1 1 -1 1 -1
Fi nal Vector Values from Perceptrom Al gorithm
Random Poi nts Above Last Itiration Line
Colums 1 through 13
21 26 5 23 -30 7 0 5 15 -15 10
24 16
Col ums 14 t hrough 15
26 22
Colums 1 through 13
4 12 19 30 22 30 24 21 5 10 14
29 5
Col ums 14 through 15
5 -1
Random Poi nt Bel ow Last Itiration Line
2 18 -25 -29 21
-1 -17 8 -23 -18
m scl assified points
2 2 18 -15 21
-1 -1 -17 10 -18
0
The val ue the nmisclassified should be
0 0
Nunber of iterations
14
Figure 2
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Figure 3

Total Number of Iterations
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4 lterations with Target Function Looping in Real Time
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Figure 5
4 |terations with Target Function
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