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Plaintiff Qualcomm Incorporated (“Qualcomm”), by its undersigned 

attorneys, alleges, with knowledge with respect to its own acts and on information 

and belief as to other matters, as follows: 

NATURE OF THE ACTION 

1. Qualcomm brings this action to compel Apple to cease infringing 

Qualcomm’s patents and to compensate Qualcomm for Apple’s extensive 

infringement of several patented Qualcomm technologies. 

2. Qualcomm is one of the world’s leading technology companies and a 

pioneer in the mobile phone industry.  Its inventions form the very core of modern 

mobile communication and enable modern consumer experiences on mobile devices 

and cellular networks. 

3. Since its founding in 1985, Qualcomm has been designing, developing, 

and improving mobile communication devices, systems, networks, and products.  It 

has invented technologies that transform how the world communicates.  Qualcomm 

developed fundamental technologies at the heart of 2G, 3G, and 4G cellular 

communications, is leading the industry to 5G cellular communications, and has 

developed numerous innovative features used in virtually every modern cell phone.     

4. Qualcomm also invests in technologies developed by other companies 

and has acquired companies (and their patented innovative technologies) as part of 

its emphasis on supporting innovation.  Qualcomm’s patent portfolio currently 

includes more than 130,000 issued patents and patent applications worldwide.  

Hundreds of mobile device suppliers around the world have taken licenses from 

Qualcomm. 

5. Apple is the world’s most profitable seller of mobile devices.  Its 

iPhones and other products enjoy enormous commercial success.  But without the 

innovative technology covered by Qualcomm’s patent portfolio, Apple’s products 

would lose much of their consumer appeal.  Apple was a relatively late entrant in the 

mobile device industry and its mobile devices rely heavily on the inventions of 
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Qualcomm and other companies that Qualcomm has invested in.  Nearly a decade 

before Apple released the iPhone, Qualcomm unveiled its own full-feature, top-of-

the-line smartphone.  According to CNN’s 1999 holiday buying guide, Qualcomm’s 

pdQ 1900 “lets you make calls, keep records, send email, browse the web and run 

over a thousand different applications, all while on the go.  Although a cell phone, it 

is one of the first truly portable, mobile and multipurpose Internet devices.”1  While 

Qualcomm no longer markets phones directly to consumers, it continues to lead the 

development of cutting-edge technologies that underpin a wide range of important 

wireless-device features.  Other companies, like Apple, now manufacture and 

market phones that feature Qualcomm’s innovations and the innovations of other 

technology pioneers that Qualcomm invested in. 

6. Qualcomm’s innovations in the mobile space have influenced all 

modern smartphones, and Apple—like other major mobile device makers—utilizes 

Qualcomm’s technologies.  Qualcomm’s patented features enable and enhance 

popular features that drive consumer demand, for example, enhancements to high 

performance and power efficient graphics processing architectures, reducing power 

consumption and increasing battery life through envelope tracking, reducing power 

consumption and increasing efficiency of integrated circuits through voltage level 

shifter improvements, “flashless boot” technology that reduces memory expenses 

with little to no performance impact, reducing circuit power consumption by 

minimizing power-intensive bus activation, and power-efficient carrier aggregation 

allowing faster network performance and longer battery life, among many others. 

7. In short, Qualcomm invented many core technologies that make the 

iPhone (and other smartphones and mobile devices) desirable to consumers in their 

daily lives.  

                                                 
1   http://edition.cnn.com/1999/TECH/ptech/12/03/qualcomm.pdq/   
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8.  While Apple built the most successful consumer products in history by 

relying significantly on technologies pioneered by Qualcomm, Apple refuses to pay 

for those technologies.  Apple’s founder boasted that Apple “steals” the great ideas 

of others—specifically, that “we have always been shameless about stealing great 

ideas.”2  Apple employees likewise admit that Apple—a relatively late entrant in the 

mobile space—did not invent many of the iPhone’s features.  Instead, Apple 

incorporated, marketed, and commercialized the work of others:  “I don’t know how 

many things we can come up with that you could legitimately claim we did first. . . . 

We had the first commercially successful version of many features but that’s 

different than launching something to market first.”3 

9. Rather than pay Qualcomm for the technology Apple uses, Apple has 

taken extraordinary measures to avoid paying Qualcomm for the fair value of 

Qualcomm’s patents.  On January 20, 2017, Apple sued Qualcomm in this district, 

asserting an array of excuses to avoid paying fair-market, industry-standard rates for 

the use of certain of Qualcomm’s pioneering patents that are critical to a modern 

smartphone like the iPhone.  See Case No. 3:17-cv-00108-GPC-MDD.  Apple also 

encouraged the companies that manufacture the iPhone to breach their contracts 

with Qualcomm by refusing to pay for the Qualcomm technology in iPhones, 

something that those manufacturers had done for many years, without complaint, 

before Apple’s direction to stop.  Further, Apple misled governmental agencies 

                                                 
2   Interview with Steve Jobs, available at 
https://www.youtube.com/watch?v=CW0DUg63lqU (“Picasso had a saying, ‘good 
artists copy, great artists steal.’  And we have always been shameless about stealing 
great ideas.”). 

3   April 2010 email from Apple’s iPhone Product Marketing Manager, Steve 
Sinclair, reported in: Rick Merritt, Schiller ‘shocked at ‘copycat’ Samsung phone, 
Embedded (Aug. 3, 2012), http://www.embedded.com/print/4391702 (April 21, 
2017 snapshot of page, accessed via Google’s cache).  
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around the world into investigating Qualcomm in an effort to indirectly exert 

leverage over Qualcomm. 

10. Many of Qualcomm’s patents are essential to certain cellular or other 

standards (“Standard Essential Patents,” or “SEPs”), such that the use of an 

underlying technological standard would require use of the patent.  Qualcomm owns 

a wide range of non-standard-essential patents for inventions in various technologies 

related to mobile devices.   

11. In this suit, Qualcomm asserts a set of six non-standard-essential 

patents infringed by Apple’s mobile electronic devices.  The patents asserted in this 

suit represent only a small fraction of the Qualcomm non-standard-essential patents 

that Apple uses without a license.   

12. Qualcomm repeatedly offered to license its patents to Apple.  But 

Apple has repeatedly refused offers to license Qualcomm’s patents on reasonable 

terms.  Qualcomm therefore seeks to enforce its rights in the patents identified 

below and to address and remedy Apple’s flagrant infringement of those patents. 

PARTIES 

13. Qualcomm is a Delaware corporation with its principal place of 

business at 5775 Morehouse Drive, San Diego, California.  Since 1989, when 

Qualcomm publicly introduced Code Division Multiple Access (“CDMA”) as a 

commercially successful digital cellular communications standard, Qualcomm has 

been recognized as an industry leader and innovator in the field of mobile devices 

and cellular communications.  Qualcomm owns more than 130,000 patents and 

patent applications around the world relating to cellular technologies and many 

other valuable technologies used by mobile devices.  Qualcomm is a leader in the 

development and commercialization of wireless technologies and the owner of the 

world’s most significant portfolio of cellular technology patents.  Qualcomm derives 

a substantial portion of its revenues and profits from licensing its intellectual 
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property.  Qualcomm is also a world leader in the sale of chips, chipsets, and 

associated software for mobile phones and other wireless devices.   

14. Apple is a corporation organized and existing under the laws of the 

State of California, with its principal place of business at 1 Infinite Loop, Cupertino, 

California.  Apple designs, manufactures, and sells throughout the world a wide 

range of products, including mobile devices that incorporate Qualcomm’s patented 

technologies. 

JURISDICTION AND VENUE 

15. This action arises under the patent laws of the United States of 

America, 35 U.S.C. § 1 et seq.  This Court has jurisdiction over the subject matter of 

this action pursuant to 28 U.S.C. §§ 1331 and 1338(a).   

16. This Court has personal jurisdiction over Apple because it is organized 

and exists under the laws of California. 

17. Venue is proper in this District pursuant to 28 U.S.C. § 1391(b) and (c) 

and 28 U.S.C. § 1400(b).  Venue is appropriate under 28 U.S.C. 1400(b) at least 

because Apple is incorporated in California and because Apple has committed acts 

of infringement and has a regular and established place of business in this district.  

Apple’s acts of infringement in this district include but are not limited to sales of the 

Accused Products at Apple Store locations in this district, including but not limited 

to 7007 Friars Road, San Diego, CA 92108 and 4505 La Jolla Village Drive, San 

Diego, CA 92122. 

STATEMENT OF FACTS 

Qualcomm Background 

18. Qualcomm was founded in 1985 when seven industry visionaries came 

together to discuss the idea of providing quality communications.  For more than 30 

years, Qualcomm has been in the business of researching, designing, developing, 

and selling innovative semiconductor and cellular technology and products for the 

telecommunications and mobile technology industries.  
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19. When Qualcomm was founded, cellular phones were cumbersome, 

heavy and expensive devices that supplied inconsistent voice communications—

audio quality was poor, users sometimes heard portions of others calls, handoffs 

were noisy, and calls frequently dropped.  Qualcomm played a central role in the 

revolutionary transformation of cellular communications technologies.  Today, 

cellular devices are remarkably powerful and can deliver reliable voice service and 

lightning-fast data to billions of consumers around the world at affordable prices.  

20. Qualcomm is now one of the largest technology, semiconductor, and 

telecommunications companies in the United States.  It employs over 18,000 people 

in the United States, 68 percent of whom are engineers, and it occupies more than 

92 buildings (totaling over 6.5 million sq. ft.) in seventeen states and the District of 

Columbia. 

21. Qualcomm’s industry-leading research and development efforts, 

focused on enabling cellular systems and products, are at the core of Qualcomm’s 

business.  Since its founding, Qualcomm has invested tens of billions of dollars in 

research and development related to cellular, wireless communications, and mobile 

processor technology.  Qualcomm’s massive research and development investments 

have produced numerous innovations.  Because of this ongoing investment, 

Qualcomm continues to drive the development and commercialization of successive 

generations of mobile technology and is one of a handful of companies leading the 

development of the next-generation 5G standard. 

22. In addition to Qualcomm’s investments in research and development 

internally, Qualcomm has a rich history of investing in and acquiring technologies 

developed by other industry leaders.  By purchasing companies and patents from 

companies who desire to sell their innovations, Qualcomm fosters innovation by 

enabling those companies to realize a return on their research and development 

investments and, therefore, incentivizes additional research and development.   
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23. As a result of the strength and value of Qualcomm’s patent portfolio,  

virtually every major handset manufacturer in the world has taken a royalty-bearing 

license to Qualcomm’s patent portfolio.  The licenses to Qualcomm’s patents allow 

manufacturers to use numerous forms of critical and innovative Qualcomm 

technology without having to bear the multi-billion dollar, multi-year costs of 

developing those innovations themselves.   

Apple Background 

24. Apple has built the most profitable company in the world, thanks in 

large part to products that rely on Qualcomm’s patented technologies.  With a 

market capitalization of more than $700 billion, $246 billion in cash reserves, and a 

global sphere of influence, Apple has more money and more influence than many 

countries.  Relying heavily on Qualcomm technology and technology Qualcomm 

has acquired, Apple has become the dominant player in mobile device sales.  

Apple’s dominance has grown every year since the iPhone’s launch in 2007.  In 

recent years, Apple has captured upwards of 90 percent of all profits in the 

smartphone industry.   

Qualcomm’s Technology Leadership 

25. The asserted patents reflect the breadth of Qualcomm’s dedication and 

investment in research and development relating to wireless technology.  Qualcomm 

invented numerous proprietary solutions that are used to optimize products around 

the globe.  Many of those inventions are reflected in Qualcomm’s non-standard-

essential patents (such as the patents asserted in this case).   

26. As mobile electronic devices have become more powerful with greater 

functionality, device manufacturers have faced numerous problems with power 

consumption, noise reduction, battery charging, graphics processing and heat 

dissipation, among others.  The asserted patents disclose and claim Qualcomm 

technology that solves many of these problems by enhancing chip performance 

through advanced carrier aggregation, power-efficient envelope tracking, power-
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efficient boot up and inter-chip communication techniques, area- and power-

efficient circuit designs, and more powerful and efficient graphics processing 

circuitry and techniques. 

27. For example, Qualcomm pioneered various “envelope tracking” 

techniques for mobile devices to save power and reduce heat inside a mobile device 

when transmitting at different signal strength.  Using one of these techniques as set 

forth in Qualcomm’s ‘558 patent, the radio frequency (RF) amplifier power supply 

is continuously adjusted and dynamically boosted, as necessary, to ensure that the 

amplifier is operating at peak efficiency for the power required during transmission.  

Envelope tracking allows for a thinner, lighter mobile electronic device that 

generates less heat.  Without envelope tracking, power is wasted and battery life is 

shorter. 

28. As another example, Apple has touted the capability of its newest 

mobile electronic devices to support  “carrier aggregation” technology.  This means 

that a mobile device can simultaneously transmit radio signals for multiple carriers, 

which again allows for a more efficient use of power and longer battery life.  

Indeed, Apple’s Senior Vice President of Worldwide Marketing proclaimed that one 

of the differentiating features of the iPhone 6 is that its enhanced speed is done 

“with a technology called carrier aggregation.”4  Qualcomm has pioneered and 

patented technologies that allow this carrier aggregation to be utilized more 

efficiently and with less wasted power. 

29. Qualcomm has also pioneered breakthrough mobile graphics 

technologies.  Each of Qualcomm's industry-leading Snapdragon processors employ 

advanced Adreno series graphics processing units (“GPUs”).  Mobile device GPUs 

must be powerful enough to meet the increasing computational demands of mobile 

                                                 
4   https://singjupost.com/apple-iphone-6-keynote-september-2014-launch-event-

full-transcript/?singlepage=1 (emphasis added). 
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operating systems without unnecessarily draining the battery life of the mobile 

device.  The Adreno GPU architecture is the “highest-performance GPU ever 

designed by Qualcomm,” providing 40% lower power consumption with 40% faster 

performance than the previous Adreno series.5  

30. Qualcomm’s patented graphics processing architecture delivers 

efficiency gains while simultaneously providing excellent performance—receiving 

praise from Forbes for “dazzl[ing] in GPU performance."6  Apple heavily markets 

its GPU performance, claiming that the GPU in the iPhone 7 would “deliver 50% 

more graphics performance than the [the previous version].”7  Apple has chosen to 

use Qualcomm’s patented improvements to graphics processing architecture, 

including U.S. Patent No. 8,633,936, without paying for them, to deliver high speed 

and power-efficient graphics that Apple promises and its customers now demand. 

31. Qualcomm has invested substantially in both advancing standards and 

the quality of service provided to anyone using that standard, as well as proprietary 

implementations of modem technology (e.g., innovations in lowering costs and 

driving efficiency).  For example, Qualcomm is a pioneer in “flashless boot” 

technology, to which the ’949 patent relates, which enables phone manufacturers to 

use less storage in relation to wireless modems.  Storage in a handheld device can be 

both expensive and contribute to weight and size concerns.  Indeed, incremental 

increases in flash storage for currently available iPhones can cost $100,8 and Apple 

has also touted its iPhone devices as thin and light.   

                                                 
5   https://www.theinquirer.net/inquirer/news/2421804/qualcomm-outs-next-gen-

adreno-gpu-ahead-of-snapdragon-820-launch. 
6   https://www.forbes.com/sites/moorinsights/2017/03/23/qualcomms-new-

snapdragon-835-dazzles-in-gpu-performance/#6b7099262075. 
7   https://www.extremetech.com/computing/235140-apples-new-a10-fusion-

quad-core-high-efficiency-and-a-more-powerful-gpu. 
8   https://www.apple.com/shop/buy-iphone/iphone-7.   
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32. Similarly, Qualcomm has invested and developed novel solutions to 

save power in mobile devices, including by synchronizing messages within a mobile 

device to reduce both time and power needed for inter-processor communication.  

The ’490 patent allows mobile devices to operate just as efficiently with lower 

power consumption, which in turn prolongs the battery life of those devices.  Apple 

benefits from this technology, simultaneously touting the long battery life of its 

devices while relying upon a relatively small battery as compared to the iPhone's 

peers.   

The Accused Devices 

33. As set forth below, a variety of Apple’s devices—including certain of 

Apple’s iPhones and iPads —practice one or more of the Patents-in-Suit. 

The Patents-in-Suit 

34. The following patents are infringed by Apple (“Patents-in-Suit”): 

U.S. Patent No. 8,633,936 (“the ’936 patent”), U.S. Patent No. 8,698,558 (“the 

’558 patent”), U.S. Patent No. 8,838,949 (“the ’949 patent”), U.S. Patent 

No. 9,535,490 (“the ’490 patent”), and U.S. Patent No. 9,608,675 (“the 

’675 patent”).  

35. As described below, Apple has been and is still infringing, contributing 

to infringement, and/or inducing others to infringe the Patents-in-Suit by making, 

using, offering for sale, selling, or importing devices that practice the Patents-in-

Suit.  Apple’s acts of infringement have occurred within this District and elsewhere 

throughout the United States. 

U.S. Patent No. 8,633,936 

36. The ’936 patent was duly and legally issued on January 21, 2014 to 

Qualcomm, which is the owner of the ’936 patent and has the full and exclusive 

right to bring actions and recover damages for Apple’s infringement of the ‘936 

patent.  The ’936 patent is valid and enforceable.  A copy of the ‘936 Patent is 

attached hereto as Exhibit A. 
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37. The ’936 patent relates generally to a graphics processing architecture.  

The ’936 patent discloses novel methods and structures for forming graphics 

processing circuitry incorporating multiple execution units for processing graphics 

instructions at different graphics precision levels, and for converting graphics data to 

the correct precision level prior to processing the associated graphics instruction.  

As a result of the invention of the ’936 patent, graphics processors are able to use 

lower precision execution units, processing graphics data in a higher performance 

and more power efficient manner, thereby extending battery life. 

U.S. Patent No. 8,698,558 

38. The ’558 patent was duly and legally issued on April 15, 2014, and 

Qualcomm is the current owner of the ’558 patent and has the full and exclusive 

right to bring action and recover damages for Apple’s infringement of the ’558 

patent.  The ’558 patent is valid and enforceable.  A copy of the ‘558 Patent is 

attached hereto as Exhibit B. 

39. The ’558 patent relates generally to envelope tracking technology, 

which addresses the efficient use of power by a power amplifier in transmitting an 

output radio frequency (RF) signal.  In particular, the power amplifier may require 

varying degrees of power supply voltage depending on the type of RF signal being 

transmitted.  In the past, the use of a constant power supply voltage did not match 

the varying power requirements of the power amplifier, and led to unnecessary 

dissipation of power (and devices that, due to this unnecessary power dissipation, 

quickly drained the battery).  Envelope tracking adjusts the power supply voltage 

based on information from the modem to match the needs of the power amplifier.  

The ’558 patent discloses novel circuitry for efficiently and effectively boosting 

power supply voltage to continuously match the peak efficiency necessary over the 

RF envelope.  As a result of the invention of the ’558 patent, electronic devices are 

able to reduce power consumption and extend battery life. 
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U.S. Patent No. 8,838,949 

40. The ’949 patent was duly and legally issued on September 16, 2014 to 

Qualcomm, which is the owner of the ’949 patent and has the full and exclusive 

right to bring actions and recover damages for Apple’s infringement of the ’949 

patent.  The ’949 patent is valid and enforceable.  A copy of the ‘949 Patent is 

attached hereto as Exhibit C. 

41. The ’949 patent relates generally to “flashless boot,” i.e., booting up a 

secondary processor that does not have its own non-volatile memory to store the 

system image.  The ’949 patent discloses novel techniques for implementing 

flashless boot for secondary processors in multi-processor systems by using a scatter 

loader to directly transfer the image into memory of the secondary processor.  As a 

result of the invention of the ’949 patent, multi-processor systems—which 

encompass a device including at least an application processor and a modem 

processor—can avoid requiring a non-volatile memory for each processor with 

minimal negative performance impact. 

U.S. Patent No. 9,535,490 

42. The ’490 patent was duly and legally issued on January 3, 2017 and 

Qualcomm is the current owner of the ’490 patent and has the full and exclusive 

right to bring action and recover damages for Apple’s infringement of the ’490 

patent.  The ’490 patent is valid and enforceable.  A copy of the ‘490 Patent is 

attached hereto as Exhibit D. 

43. The ’490 patent relates generally to reducing power consumption in 

electronic devices.  The ’490 patent discloses novel techniques for controlling power 

consumption by disclosing methods to minimize the time during which system 

buses are in a high-power consumption state.  As a result of the invention of the 

’490 patent, computing devices can operate just as efficiently with lower power 

consumption, which in turn prolongs the battery life of those devices. 
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U.S. Patent No. 9,608,675 

44. The ‘675 patent was duly and legally issued on March 28, 2017 to 

Qualcomm, which is the owner of the ‘675 patent and has the full and exclusive 

right to bring action and recover damages for Apple’s infringement of the ‘675 

patent.  The ‘675 patent is valid and enforceable.  A copy of the ‘675 Patent is 

attached hereto as Exhibit E. 

45. The ’675 patent relates generally to techniques for generating a power 

supply voltage for a power amplifier that processes multiple transmit signals sent 

simultaneously, such as multiple transmissions sent simultaneously on multiple 

carriers at different frequencies.  As one example, the ’675 patent discloses a power 

tracker that generates a single power tracking signal based on inputs from a plurality 

of carrier aggregated transmit signals; a power supply generator for generating a 

single power supply voltage based on the power tracking signal; and a power 

amplifier that receives the single power supply voltage and the plurality of carrier 

aggregated transmit signals to produce a single output RF signal.  As one result of 

the invention of the ’675 patent, electronic devices can more efficiently support and 

perform carrier aggregation. 

COUNT 1 (PATENT INFRINGEMENT – U.S. PATENT NO. 8,633,936) 

46. Qualcomm repeats and re-alleges the allegations of paragraphs 1 

through 45 above as if fully set forth herein. 

47. Qualcomm is the lawful owner of the ’936 patent, and has the full and 

exclusive right to bring actions and recover damages for Apple’s infringement of 

said patent.   

48. In violation of 35 U.S.C. § 271, Apple has been and is still 

infringing, contributing to infringement, and/or inducing others to infringe the ’936 

patent by making, using, offering for sale, selling, or importing iPhone 7 and 

iPhone 7 Plus devices. 
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49. The accused devices contain a GPU, which is a single-chip, 

programmable streaming processor.  The GPU receives graphic instructions, 

including an indication of the data precision, and conversion instruction to convert 

the graphics data to the indicated data precision.  Both the graphics and conversion 

instructions are generated by a compiler.  One of many execution units in the GPU 

is selected due to the indicated data precision and executes the graphic and 

conversion instructions.  As a result, the accused devices are able to extend its 

battery by using lower precision execution units and processing graphics data in a 

more power efficient manner.   

50. The accused devices infringe at least claims 1, 10, 11-18, 19, 20-27, 29, 

38, 49, 55, 56-60, 67, and 68 of the ’936 patent.   

51. For example, with respect to claims 1, 10, 19, 29, and 38, the accused 

devices incorporate an Apple A10 GPU, which is a version of the PowerVR 

GT7600 that is part of the PowerVR Series 7XT GPU line.  The Apple A10 GPU 

receives graphics instructions and executes them within a programmable streaming 

processor.  The indication of the data precision is contained in the graphic 

instructions, which is generated by the graphics driver’s runtime compiler that 

compiles graphics application instructions.  On information and belief, Apple 

designs its own custom shader compiler and driver.  The Apple A10 GPU receives 

conversion instructions, such as “pck” and “unpck” instructions, that are different 

than the graphics instruction but also generated by the runtime compiler.  The 

conversion instructions are executed by the Apple A10 GPU in order to convert the 

graphics data associated with the graphics instruction into the indicated data 

precision.  Execution units, such as ALUs, within the processor are selected based 

on the precision required and used to convert the graphics data to the indicated data 

precision before processing the graphics instruction. 

52. With respect to claim 11, the accused devices contain further 

instructions for the Apple A10 GPU to receive the graphics data associated with 
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graphics instructions, and generate and output a computation result with the 

indicated data precision. 

53. With respect to claim 12, the accused devices contain further 

instructions for selecting an execution unit from a first set of execution units when 

the indicated data precision is the first data precision and for selecting an execution 

unit fro a second set of execution units when the indicated data precision is the 

second data precision, which is different from the first data precision. 

54. With respect to claim 13, the two data precisions are different such that 

the first data precision is a full data precision while the second data precision is a 

half data precision. 

55. With respect to claims 14 and 20 the accused devices contain 

instructions for different sets of execution units to execute instructions with 

corresponding data precision using the graphics data. 

56. With respect to claim 15, the accused devices contain further 

instructions to select and use an appropriate execution unit based on the indicated 

data precision to execute the graphics instructions. 

57. With respect to claim 16, the accused devices contain further 

instructions to receive a second, different graphics and conversion instructions to be 

executed by an execution unit in a second set of execution units with the indicated 

second data precision. 

58. With respect to claim 17, there are instructions programmed to cause 

the GPU to decode the graphics instruction in order the determine the indicated data 

precision. 

59. With respect to claim 18, the graphics data associated with the graphics 

instructions includes at least either vertex graphics data or pixel graphics data. 

60. With respect to claim 21, the accused devices contain several execution 

units, like ALUs, including at least one full precision execution unit and at least four 

half-precision execution units. 
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61. With respect to claim 22, the controller in the accused devices is 

configured to select full-precision execution units when full precision for the 

graphics data is required. 

62. With respect to claim 23, the controller in the accused devices is 

configured to select half-precision execution units when half precision for the 

graphics data is required. 

63. With respect to claim 24, the accused devices contain at least one full-

precision register bank and four half-precision register banks to store the respective 

computation results when the instructions are executed. 

64. With respect to claim 25, the accused devices contain at least one full-

precision execution unit and one half-precision execution unit, where, on 

information and belief, the full-precision execution unit is shut down when the 

indicated data precision is half-precision and the half-precision execution unit will 

execute the graphics instruction using the graphics data. 

65. With respect to claim 26, the processor in the accused devices contains 

a shader processor.  On information and belief, Apple designs its own custom shader 

compiler and driver. 

66. With respect to claim 27, the accused devices are wireless 

communication device handsets. 

67. With respect to claims 49 and 55, the accused devices will use a 

compiler executed by a GPU to analyze several application instructions for a 

graphics application.  On information and belief, Apple designs its own custom 

shader compiler and driver.  Each application instruction specifying a first data 

precision level comprising a full data precision level will cause the compiler to 

generate corresponding compiled instructions each indicating the full data precision 

level for execution.  Conversion instructions are also generated by the compiler to 

convert the graphics data from a second, different data precision level to the first 

data precision level when the compiled instructions are executed. 
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68. With respect to claim 56, the second data precision level is a half data 

precision level. 

69. With respect to claim 57, the accused devices contain instructions 

where compiled instructions indicating a full data precision level is generated when 

a corresponding application instruction specifies the full data precision level for its 

execution. 

70. With respect to claim 58, the accused devices contain instructions 

where compiled instructions indicating a half data precision level is generated when 

a corresponding application instruction specifies the half data precision level for its 

execution. 

71. With respect to claim 59, the accused devices contain instructions 

where the compiler will generate compiled instructions with predefined field to 

include information regarding the first data precision level when the corresponding 

application instruction specifies the first data precision level for its execution. 

72. With respect to claim 60, the accused devices contain instructions to 

cause the GPU to store the generated compiled instructions in memory for 

subsequent execution. 

73. With respect to claim 67, the accused devices contain executable 

instructions that are generated by a compiler and can support at least one function of 

a graphics application. Each executable instruction indicates the first data precision 

level for its execution.  The second data precision level is included in each second 

executable instruction and is different from the first prevision level, which 

comprises a full data precision level.  Each third executable instructions support at 

least a function of the graphics application and converts the graphics data from the 

second data precision level to the first data precision level when the first executable 

instructions are executed. 

74. With respect to claim 68, the second data precision level is claim 67 is 

half data precision level. 
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75. On information and belief, Apple also knowingly induces and/or 

contributes to the infringement of at least claims 1 and 49 of the ’936 patent by 

others.  On information and belief, Apple has had knowledge of the ’936 patent, and 

its infringement of the ’936 patent, at least since the time this lawsuit was filed.  On 

information and belief, Apple tests, demonstrates, or otherwise operates the accused 

devices in the United States, thereby performing the claimed methods and directly 

infringing any asserted claims of the ’936 patent requiring such operation.  

Similarly, Apple’s customers and the end users of the accused devices test and/or 

operate the accused devices in the United States in accordance with Apple’s 

instructions contained in, for example, its user manuals, thereby also performing the 

claimed methods and directly infringing the asserted claims of the Asserted Patents 

requiring such operation. 

76. Apple also contributes to infringement of the ’936 patent by selling for 

importation into the United States, importing into the United States, and/or selling 

within the United States after importation the accused devices and the non-staple 

constituent parts of those devices, which are not suitable for substantial non-

infringing use and which embody a material part of the invention described in the 

’936 patent.  These mobile electronic devices are known by Apple to be especially 

made or especially adapted for use in the infringement of the ’936 patent.  Apple 

also contributes to the infringement of the ’936 patent by selling for importation into 

the United States, importing into the United States, and/or selling within the United 

States after importation components, such as the chipsets or software containing the 

infringing functionality, of the accused devices, which are not suitable for 

substantial non-infringing use and which embody a material part of the invention 

described in the ’936 patent.  These mobile devices are known by Apple to be 

especially made or especially adapted for use in the infringement of the ’936 patent.  

Specifically, on information and belief, Apple sells the accused devices to resellers, 

retailers, and end users with knowledge that the devices are used for infringement.  
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End users of those mobile electronic devices directly infringe the ’936 patent. 

77. Apple’s acts of infringement have occurred within this district and 

elsewhere throughout the United States. 

78. Qualcomm has been damaged and will suffer additional damages and 

irreparable harm unless Apple is enjoined from further infringement.  Qualcomm 

will prove its irreparable harm and damages at trial. 

COUNT 2 (PATENT INFRINGEMENT – U.S. PATENT NO. 8,698,558) 

79. Qualcomm repeats and re-alleges the allegations of paragraphs 1 

through 78 above as if fully set forth herein. 

80. Qualcomm is the lawful owner of the ’558 patent and has the full and 

exclusive right to bring actions and recover damages for Apple’s infringement of 

said patent.   

81. In violation of 35 U.S.C. § 271, Apple has been and is still infringing, 

contributing to infringement, and/or inducing others to infringe the ’558 patent by 

making, using, offering for sale, selling, or importing devices that practice the 

patent, such as mobile devices including but not limited to iPhone 7 and iPhone 7 

Plus devices. 

82. The accused devices infringe at least claims 1 and 6-20 of the ’558 

patent.  For example, with respect to claim 1, the accused devices incorporate a 

Qorvo 81003M Envelope Tracker Modulator, which includes a boost converter.  

The boost converter receives a supply voltage and generates a signal with an 

increased voltage.  The devices further include an envelope amplifier that receives 

an envelope signal and a boosted supply voltage.  The envelope amplifier generates 

a second supply voltage based on the envelope signal and the boosted supply 

voltage.  The envelope amplifier receives a supply voltage and generates a second 

supply voltage based on the first supply voltage or the boosted supply voltage.  The 

envelope amplifier includes an operational amplifier that receives an envelope signal 

and amplifies a signal, a driver that receives an amplified signal and provides 
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multiple control signals, a PMOS transistor with a gate receiving a control signal, a 

source receiving a boosted supply voltage or a supply voltage and a drain providing 

a supply voltage, and a NMOS transistor having a gate receiving a control signal, a 

drain providing a supply voltage, and a source coupled to a ground.   

83. With respect to claim 6, a power amplifier receives and amplifies an 

input radio frequency signal to provide an amplified output signal.   The device also 

includes a supply generator for receiving an envelope signal and supply voltage and 

generating a boosted supply voltage.  The supply generator incorporates an 

operational amplifier to receive the envelope signal and provide an amplified signal, 

a driver that receives the amplified signal and provides a first control signal and a 

second control signal, a P-channel metal oxide semiconductor (PMOS) transistor, 

which has a gate receiving a first control signal, a source receiving the boosted 

supply voltage or the first supply voltage and a drain providing the second supply 

voltage, and an N-channel metal oxide semiconductor (NMOS) transistor having a 

gate receiving the second control signal, a drain providing the second supply 

voltage, and a source coupled to circuit ground.    

84. With respect to claim 7, the accused devices include a supply generator 

that generates the second supply voltage based on the envelope signal and either the 

boosted supply voltage or the first supply voltage. 

85. With respect to claim 8, the accused devices generate a boosted supply 

voltage based on a first supply voltage, where the boosted supply voltage has a 

higher voltage than the first supply voltage.  Further, the devices generate a second 

supply voltage based on an envelope signal and the boosted supply voltage.  The 

devices have a second supply voltage that is generated by an envelope amplifier that 

produces the second supply voltage using an operational amplifier (op-amp) that 

receives the envelope signal and provides an amplified signal, a driver that receives 

the amplified signal and provides a first control signal and a second control signal, a 

P-channel metal oxide semiconductor (PMOS) transistor that receives the first 

Case 3:17-cv-01375-JAH-MDD   Document 14   Filed 08/25/17   PageID.221   Page 21 of 158



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

 

FIRST AMENDED COMPLAINT -22- 3:17-CV-01375-JAH-MDD 
 

control signal, a source that receives the boosted supply voltage or the first supply 

voltage, and a drain providing the second supply voltage and an N-channel metal 

oxide semiconductor (NMOS) transistor that receives the second control signal at a 

gate and provides a second supply voltage through a drain, and a source for circuit 

grounding. 

86. With respect to claim 9, the accused devices generate the second supply 

voltage based on the envelope signal and either the boosted supply voltage or the 

first supply voltage. 

87. With respect to claim 10, the accused devices are used for generating a 

boosted supply voltage based on a first supply voltage, the boosted supply voltage 

having a higher voltage than the first supply voltage.  The accused devices are also 

used for generating a second supply voltage based on the envelope signal and the 

boosted supply voltage.  The accused devices are also used for generating the 

second supply voltage incorporating an envelope amplifier that produces the second 

supply voltage using an operational amplifier that receives the envelope signal and 

provides an amplified signal, a driver that receives the amplified signal and provides 

a first control signal and a second control signal, a P-channel metal oxide 

semiconductor (PMOS) transistor that receives the first control signal, a source that 

receives the boosted supply voltage or the first supply voltage, and a drain providing 

the second supply voltage and an N-channel metal oxide semiconductor (NMOS) 

transistor that receives the second control signal at a gate and provides a second 

supply voltage through a drain, and a source for circuit grounding.   

88. With respect to claim 11, the accused devices are used for generating 

the second supply voltage based on an envelope signal and either the boosted supply 

voltage or the first supply voltage. 

89. With respect to claim 12, the accused devices include a switcher 

operative to receive a first supply voltage and provide a first supply current and an 

envelope amplifier operative to receive an envelope signal and provide a second 
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supply current based on the envelope signal.  The power amplifier is operative to 

receive a total supply current comprising the first supply current and the second 

supply current, wherein the switcher comprises a current sense amplifier operative 

to sense the first supply current, or the second supply current, or the total supply 

current and provide a sensed signal.  The accused devices also include a driver 

operative to receive the sensed signal and provide a first control signal and a second 

control signal; a P-channel metal oxide semiconductor (PMOS) transistor having a 

gate receiving the first control signal, a source receiving the first supply voltage, and 

a drain providing a switching signal for an inductor providing the first supply 

current; and an N-channel metal oxide semiconductor (NMOS) transistor having a 

gate receiving the second control signal, a drain providing the switching signal, and 

a source coupled to circuit ground.   

90. With respect to claim 13, the accused devices include a boost converter 

operative to receive the first supply voltage and provide a boosted supply voltage 

having a higher voltage than the first supply voltage, wherein the envelope amplifier 

operates based on the first supply voltage or the boosted supply voltage.   

91. With respect to claim 14, the accused devices include a first supply 

current that comprises direct current (DC) and low frequency components, and the 

second supply current comprises higher frequency components.   

92. With respect to claim 15, the accused devices include an inductor 

operative to receive a switching signal and provide a supply current.  The accused 

devices also include a switcher operative to sense an input current and generate the 

switching signal to charge and discharge the inductor to provide the supply current.  

The switcher adds an offset to the input current to generate a larger supply current 

via the inductor than without the offset.  The switcher in the accused devices 

includes a summer that sums the input current and an offset current and provide a 

summed current.  The accused devices include a current sense amplifier operative to 

receive the summed current and provide a sensed signal.  The accused devices also 
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include a driver operative to receive the sensed signal and provide at least one 

control signal used to generate the switching signal for the inductor. 

93. With respect to claim 16, in the accused devices the switcher operates 

based on a first supply voltage, where an offset is determined based on the first 

supply voltage. 

94. With respect to claim 17, the accuse devices contain a first control 

signal and a second control signal, where the switcher includes a P-channel metal 

oxide semiconductor (PMOS) transistor having a gate receiving the first control 

signal, a source receiving a first supply voltage, and a drain providing the switching 

signal, and an N-channel metal oxide semiconductor (NMOS) transistor having a 

gate receiving the second control signal, a drain providing the switching signal, and 

a source coupled to circuit ground. 

95. With respect to claim 18, the accused devices include an envelope 

amplifier that receives an envelope signal and provides a second supply current 

based on the envelope signal, where a total supply current comprises the supply 

current from the switcher and the second supply current from the envelope 

amplifier. 

96. With respect to claim 19, the accused devices include a boost converter 

operative to receive the first supply voltage and provide a boosted supply voltage 

having a higher voltage than the first supply voltage, where the envelope amplifier 

operates based on the first supply voltage or the boosted supply voltage. 

97. With respect to claim 20, the accused devices include a power amplifier 

so that the accused devices can receive the supply current from the inductor and 

receive and amplify an input radio frequency (RF) signal and provide an output RF 

signal. 

98. On information and belief, Apple also knowingly induces and/or 

contributes to the infringement of at least claims 8-9 of the ’558 patent by others.  

On information and belief, Apple has had knowledge of the ’558 patent, and its 
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infringement of the ’558 patent, at least since the time this lawsuit was filed.  

Additionally, Qualcomm has provided technical assistance and solutions to Apple, 

including envelope tracking technology, under non-disclosure agreements.  Apple 

was aware of, and implemented, Qualcomm’s technology in certain of its devices 

without authorization.  On information and belief, Apple tests, demonstrates, or 

otherwise operates the accused devices in the United States, thereby performing the 

claimed methods and directly infringing any asserted claims of the ’558 patent 

requiring such operation.  Similarly, Apple’s customers and the end users of the 

accused devices test and/or operate the accused devices in the United States in 

accordance with Apple’s instructions contained in, for example, its user manuals, 

thereby also performing the claimed methods and directly infringing the asserted 

claims of the Asserted Patents requiring such operation. 

99. Apple also contributes to infringement of the ’558 patent by selling for 

importation into the United States, importing into the United States, and/or selling 

within the United States after importation the accused devices and the non-staple 

constituent parts of those devices, which are not suitable for substantial non-

infringing use and which embody a material part of the invention described in the 

’558 patent.  These mobile electronic devices are known by Apple to be especially 

made or especially adapted for use in the infringement of the ’558 patent.  Apple 

also contributes to the infringement of the ’558 patent by selling for importation into 

the United States, importing into the United States, and/or selling within the United 

States after importation components, such as the chipsets or software containing the 

infringing functionality, of the accused devices, which are not suitable for 

substantial non-infringing use and which embody a material part of the invention 

described in the ’558 patent.  These mobile devices are known by Apple to be 

especially made or especially adapted for use in the infringement of the ’558 patent.  

Specifically, on information and belief, Apple sells the accused devices to resellers, 

retailers, and end users with knowledge that the devices are used for infringement.  

Case 3:17-cv-01375-JAH-MDD   Document 14   Filed 08/25/17   PageID.225   Page 25 of 158



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

 

FIRST AMENDED COMPLAINT -26- 3:17-CV-01375-JAH-MDD 
 

End users of those mobile electronic devices directly infringe the ’558 patent. 

100. Apple’s acts of infringement have occurred within this district and 

elsewhere throughout the United States. 

101. Qualcomm has been damaged and will suffer additional damages and 

irreparable harm unless Apple is enjoined from further infringement.  Qualcomm 

will prove its irreparable harm and damages at trial. 

COUNT 3 (PATENT INFRINGEMENT – U.S. PATENT NO. 8,838,949) 

102. Qualcomm repeats and re-alleges the allegations of paragraphs 1 

through 101 above as if fully set forth herein. 

103. Qualcomm is the lawful owner of the ’949 patent, and has the full and 

exclusive right to bring actions and recover damages for Apple’s infringement of 

said patent.   

104. In violation of 35 U.S.C. § 271, Apple has been and is still infringing, 

contributing to infringement, and/or inducing others to infringe the ’949 patent by 

making, using, offering for sale, selling, or importing mobile devices that practice 

the patent, including but not limited to iPhone 7 and iPhone 7 Plus devices. 

105. The accused devices allow a secondary processor that does not have its 

own flash memory to boot up.  For example, an image for the secondary processor is 

stored in a memory coupled to a primary processor.  A scatter loader directly 

transfers the image from the memory coupled to the primary processor into a 

memory of the secondary processor, allowing the secondary processor to boot up. 

106. The accused devices infringe at least claims 1-8, 10-14, 16, 20, and 22 

of the ’949 patent. 

107. The accused devices infringe claims 1, 10, 16, 20, and 22 of the ’949 

patent as follows.  Each accused device is a multi-processor system.  Each accused 

device includes a primary processor—an Apple A10 application processor.  Each 

accused device also includes a secondary processor—a baseband processor.  An 

interface such as a PCIe interface communicatively couples the primary processor 
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and the secondary processor.  The primary processor is coupled with a memory 

storing an executable software image for the secondary processor.  The secondary 

processor includes a system memory and a hardware buffer for receiving an image 

header and at least one data segments of an executable software image.  The 

secondary processor receives the image header and each data segment separately 

over the interface.  The secondary processor includes a scatter loader controller, 

which is configured to load the image header and scatter load each received data 

segment based at least in part on the loaded image header directly from the hardware 

buffer to the system memory of the secondary processor.  Thus, the accused devices 

infringe claims 1, 10, 16, 20, and 22 of the ’949 patent. 

108. With respect to claims 2 and 12 of the ’949 patent, the scatter loader 

controller loads the executable software image directly from the hardware buffer to 

the system memory of the secondary processor without copying data between 

system memory locations on the secondary processor.  Indeed, this is inherent in the 

scatter loader controller scatter loading each data segment of the executable 

software image directly on the to the system memory of the secondary processor as 

recited in claims 1 and 10.  Thus, the accused devices infringe claims 2 and 12 of 

the ’949 patent. 

109. With respect to claim 3 of the ’949 patent, the secondary processor 

receives raw image data of the executable software image via the interface.  Thus, 

the accused devices infringe claim 3 of the ’949 patent. 

110. With respect to claim 4 of the ’949 patent, the secondary processor is 

configured to process the image header, which includes destination addresses of 

each data segment, to determine at least one location within the system memory of 

the secondary processor to store the at least one data segment.  Thus, the accused 

devices infringe claim 4 of the ’949 patent. 

111. With respect to claim 5 of the ’949 patent, the secondary processor is 

configured to determine the at least one location within the system memory to store 
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that data segment based on the received image header, which includes destination 

addresses of each data segment, before receiving that data segment.  Thus, the 

accused devices infringe claim 5 of the ’949 patent. 

112. With respect to claim 6 of the ’949 patent, the secondary processor 

includes a non-volatile memory such as a boot read only memory (ROM) storing a 

boot loader that initiates transfer of the executable software images for the 

secondary processor.  Thus, the accused devices infringe claim 6 of the ’949 patent. 

113. With respect to claims 7 and 14 of the ’949 patent, the primary 

processor and the secondary processor are located on different chips.  Thus, the 

accused devices infringe claims 7 and 14 of the ’949 patent. 

114. With respect to claim 8 of the ’949 patent, a hardware buffer of a 

transport mechanism, such as a hardware buffer at endpoint (EP) of a PCIe interface 

that buffers data received from root complex (RC), receives data segments and the 

scatter loader controller scatter loads the received data segments directly to the 

system memory of the secondary processor.  As the hardware buffer at the EP of a 

PCIe interface does not have the capacity to store an entire executable software 

image, the secondary processor loads a portion of the executable software image 

into its system memory without an entire executable software image being stored in 

the hardware buffer.  Thus, the accused devices infringe claim 8 of the ’949 patent. 

115. With respect to claim 11 of the ’949 patent, the accused devices each 

boot the secondary processor using the executable software image.  Thus, the 

accused devices infringe claim 11 of the ’949 patent. 

116. With respect to claim 13 of the ’949 patent, the accused devices each 

processes the image header prior to the loading of each data segment.  Thus, the 

accused devices infringe claim 13 of the ’949 patent. 

117. On information and belief, Apple also knowingly induces and/or 

contributes to the infringement of at least claims 10-14 and 22 of the ’949 patent by 

others.  On information and belief, Apple has had knowledge of the ’949 patent, and 
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its infringement of the ’949 patent, at least since the time this lawsuit was filed.  

Additionally, Qualcomm has provided technical assistance and solutions to Apple 

under non-disclosure agreements.  Apple was aware of, and implemented, 

Qualcomm’s technology in certain of its devices without authorization.  On 

information and belief, Apple tests, demonstrates, or otherwise operates the accused 

devices in the United States, thereby performing the claimed methods and directly 

infringing any asserted claims of the ’949 patent requiring such operation.  

Similarly, Apple’s customers and the end users of the accused devices test and/or 

operate the accused devices in the United States in accordance with Apple’s 

instructions contained in, for example, its user manuals, thereby also performing the 

claimed methods and directly infringing the asserted claims of the Asserted Patents 

requiring such operation. 

118. Apple also contributes to infringement of the ’949 patent by selling for 

importation into the United States, importing into the United States, and/or selling 

within the United States after importation the accused devices and the non-staple 

constituent parts of those devices, which are not suitable for substantial non-

infringing use and which embody a material part of the invention described in the 

’949 patent.  These mobile electronic devices are known by Apple to be especially 

made or especially adapted for use in the infringement of the ’949 patent.  Apple 

also contributes to the infringement of the ’949 patent by selling for importation into 

the United States, importing into the United States, and/or selling within the United 

States after importation components, such as the chipsets or software containing the 

infringing functionality, of the accused devices, which are not suitable for 

substantial non-infringing use and which embody a material part of the invention 

described in the ’949 patent.  These mobile devices are known by Apple to be 

especially made or especially adapted for use in the infringement of the ’949 patent.  

Specifically, on information and belief, Apple sells the accused devices to resellers, 
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retailers, and end users with knowledge that the devices are used for infringement.  

End users of those mobile electronic devices directly infringe the ’949 patent. 

119. Apple’s acts of infringement have occurred within this district and 

elsewhere throughout the United States. 

120. Qualcomm has been damaged and will suffer additional damages and 

irreparable harm unless Apple is enjoined from further infringement.  Qualcomm 

will prove its irreparable harm and damages at trial. 

COUNT 4 (PATENT INFRINGEMENT – U.S. PATENT NO. 9,535,490) 

121. Qualcomm repeats and re-alleges the allegations of paragraphs 1 

through 120 above as if fully set forth herein. 

122. Qualcomm is the lawful owner of the ’490 patent, and has the full and 

exclusive right to bring actions and recover damages for Apple’s infringement of 

said patent.   

123. In violation of 35 U.S.C. § 271, Apple has been and is still infringing, 

contributing to infringement, and/or inducing others to infringe the ’490 patent by 

making, using, offering for sale, selling, or importing devices that practice the 

patent, including but not limited to iPhone 7 and iPhone 7 Plus devices. 

124. The accused devices allow reduction in the time in which a bus 

coupling a modem processor to an application processor is in a high power state, 

which advantageously reduces power consumption.  For example, downlink data to 

be transferred from the modem processor to the application processor is held until a 

timer such as a modem timer or a downlink timer expires.  Further, uplink data to be 

transferred from the application processor to the modem processor is held until the 

bus is in the active state to transfer the downlink data.  Syncing the timing of data 

transfers reduces the amount of time the bus is in the active state, resulting in power 

savings. 

125. The accused devices infringe at least claims 1-6, 8, 10, 16, 17, and 31 

of the ’490 patent.   
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126. The accused devices infringe claims 1, 16, and 31 of the ’490 patent as 

follows.  Each accused device is a mobile terminal including an Apple A10 

application processor and a modem processor.  Each accused device also includes an 

interconnectivity bus such as a PCIe bus communicatively coupling the application 

processor and the modem processor.  Each accused device further includes a modem 

timer or a downlink timer.  The modem processor is configured to hold “modem 

processor to application processor data” such as downlink data until expiration of 

the modem timer/downlink timer.  The application processor is configured to hold 

“application processor to modem processor data” such as uplink data until the bus is 

in an active state to transfer downlink data from the modem processor to the 

application processor, and transmits the uplink data to the modem processor before 

the interconnectivity bus transitions from an active power state to a low power state.  

For example,  the modem processor pulls downlink data from the application 

processor after transmitting one or more downlink data packets to the application 

processor.  The application processor holds the uplink data until triggered by receipt 

of one or more downlink data packets from the modem processor, and sends one or 

more uplink data packets to the modem processor responsive to the receipt of one or 

more downlink data packets from the modem processor.  The application processor 

holds the uplink data, for example application data generated by an application 

associated with the application processor, until receipt of one or more downlink data 

packets from the modem processor or until expiration of an uplink timer, whichever 

occurs first.  Thus, the accused devices infringe claims 1, 16, and 31 of the ’490 

patent. 

127. With respect to claims 2 and 17 of the ’490 patent, the interconnectivity 

bus includes a peripheral component interconnect (PCI) compliant bus.  Thus, the 

accused devices infringe claims 2 and 17 of the ’490 patent. 

Case 3:17-cv-01375-JAH-MDD   Document 14   Filed 08/25/17   PageID.231   Page 31 of 158



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

 

FIRST AMENDED COMPLAINT -32- 3:17-CV-01375-JAH-MDD 
 

128. With respect to claim 3 of the ’490 patent, the PCI compliant bus 

includes a PCI express (PCIe) bus.  Thus, the accused devices infringe claim 3 of 

the ’490 patent. 

129. With respect to claim 4 of the ’490 patent, the application processor 

starts an application timer that has a period longer than a period of the modem timer.  

Thus, the accused devices infringe claim 4 of the ’490 patent. 

130. With respect to claim 5 of the ’490 patent, the application processor is 

configured to hold the uplink data until receipt of the downlink data from the 

modem processor or expiration of an uplink timer having a period longer than a 

period of the modem timer, whichever occurs first.  Thus, the accused devices 

infringe claim 5 of the ’490 patent. 

131. With respect to claim 6 of the ’490 patent, each accused device 

includes a modem timer implemented in software.  Thus, the accused devices 

infringe claim 6 of the ’490 patent. 

132. With respect to claim 8 of the ’490 patent, each accused device 

includes a modem timer.  The modem processor includes the modem timer as 

recited in claim 8; thus, the accused devices infringe claim 8.    

133. With respect to claim 10 of the ’490 patent, each accused device 

includes an application timer, and the modem processor is configured to instruct the 

application processor to send an interrupt if no data is received within one time slot 

of the application timer.  Thus, the accused devices infringe claim 10 of the ’490 

patent. 

134. On information and belief, Apple also knowingly induces and/or 

contributes to the infringement of at least claims 16-17 of the ’490 patent by others.  

On information and belief, Apple has had knowledge of the ’490 patent, and its 

infringement of the ’490 patent at least since the time this lawsuit was filed.  

Additionally, Qualcomm has provided technical assistance and solutions to Apple 

under non-disclosure agreements.  Apple was aware of, and implemented, 
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Qualcomm’s technology in certain of its devices without authorization.  On 

information and belief, Apple tests, demonstrates, or otherwise operates the accused 

devices in the United States, thereby performing the claimed methods and directly 

infringing any asserted claims of the ’490 patent requiring such operation.  

Similarly, Apple’s customers and the end users of the accused devices test and/or 

operate the accused devices in the United States in accordance with Apple’s 

instructions contained in, for example, its user manuals, thereby also performing the 

claimed methods and directly infringing the asserted claims of the Asserted Patents 

requiring such operation. 

135. Apple also contributes to infringement of the ’490 patent by selling for 

importation into the United States, importing into the United States, and/or selling 

within the United States after importation the accused devices and the non-staple 

constituent parts of those devices, which are not suitable for substantial non-

infringing use and which embody a material part of the invention described in the 

’490 patent.  These mobile electronic devices are known by Apple to be especially 

made or especially adapted for use in the infringement of the ’490 patent.  Apple 

also contributes to the infringement of the ’490 patent by selling for importation into 

the United States, importing into the United States, and/or selling within the United 

States after importation components, such as the chipsets or software containing the 

infringing functionality, of the accused devices, which are not suitable for 

substantial non-infringing use and which embody a material part of the invention 

described in the ’490 patent.  These mobile devices are known by Apple to be 

especially made or especially adapted for use in the infringement of the ’490 patent.  

Specifically, on information and belief, Apple sells the accused devices to resellers, 

retailers, and end users with knowledge that the devices are used for infringement.  

End users of those mobile electronic devices directly infringe the ’490 patent. 

136. Apple’s acts of infringement have occurred within this district and 

elsewhere throughout the United States. 
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137. Qualcomm has been damaged and will suffer additional damages and 

irreparable harm unless Apple is enjoined from further infringement.  Qualcomm 

will prove its irreparable harm and damages at trial. 

COUNT 5 (PATENT INFRINGEMENT – U.S. PATENT NO. 9,608,675) 

138. Qualcomm repeats and re-alleges the allegations of paragraphs 1 

through 137 above as if fully set forth herein. 

139. Qualcomm is the lawful owner of the ’675 patent, and has the full and 

exclusive right to bring actions and recover damages for Apple’s infringement of 

said patent.   

140. In violation of 35 U.S.C. § 271, Apple has been and is still infringing, 

contributing to infringement, and/or inducing others to infringe the ’675 patent by 

making, using, offering for sale, selling, or importing mobile devices that practice 

the patent, such as iPhone 7 and iPhone 7 Plus devices. 

141. The accused devices infringe at least claims 1-3 and 7-14 of the 

’675 patent.   For example, with respect to claim 1, the accused devices include a 

power tracker that determines a power tracking signal based on in-phase (I) and 

quadrature (Q) components of one or more carrier aggregated transmit signals being 

sent simultaneously.  In the accused devices, a power tracker receives I and Q 

components corresponding to carrier aggregated transmit signals and further 

generates a power tracking signal based on a combination of the plurality of I and Q 

components.  Further, in the accused devices the carrier aggregated transmit signals 

are Orthogonal Frequency Division Multiplexing (OFDM) or Single Carrier 

Frequency Division Multiple Access (SC-FDMA) signals.  In the accused devices, a 

power supply generator generates a power supply voltage based on a power tracking 

signal.  The accused devices also include a power amplifier configured to receive 

the power supply voltage and the carrier aggregated transmit signals being sent 

simultaneously in a single output radio frequency (RF) signal. 
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142. With respect to claim 2, the accused devices include a power 

tracker that determines an overall power of the plurality of carrier aggregated 

transmit signals based on the I and Q components of the plurality of carrier 

aggregated transmit signals, and determines the single power tracking signal based 

on the overall power of the plurality of carrier aggregated transmit signals.  On 

information and belief, the envelope bandwidth of the power tracking signal is 

reduced compared to the combined enveloped bandwidth of the transmit signals.  

On information and belief, the accused devices determine an overall power of the 

dual CA transmit signals based on their I and Q components, and determine the 

single power tracking signal based on the overall power of the CA transmit signals. 

143. With respect to claim 3, the accused devices include a power 

tracker to determine a power of each transmit signal in the plurality of carrier 

aggregated transmit signals based on the I and Q components of each transmit 

signal, and determine the single power tracking signal based on a sum of said power 

of each transmit signal of the plurality of carrier aggregated transmit signals.  On 

information and belief, the envelope bandwidth of the power tracking signal 

generated by the baseband processor is smaller than the combined envelope 

bandwidth of the transmit signals.  On information and belief, the baseband 

processor performs in one of two ways, namely, determining a power of each 

transmit signal in the dual CA transmit signals based on the I and Q components of 

each transmit signal, and determining the single power tracking signal based on a 

sum of said power of each transmit signal of the dual CA transmit signals. 

144. With respect to claim 7, the accused devices include a power 

supply generator with a power tracking amplifier configured to receive the power 

tracking signal and generate the power supply voltage. 

145. With respect to claim 8, the accused devices include a power 

supply generator with a switcher configured to sense a first current from the power 
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tracking amplifier and provide a second current for the power supply voltage based 

on the sensed first current. 

146. With respect to claim 9, the accused devices include a power 

supply generator with a boost converter configured to receive a battery voltage and 

provide a boosted voltage for the power tracking amplifier. 

147. With respect to claim 10, the accused devices include a power 

tracking amplifier that operates based on the boosted voltage or the battery voltage. 

148. With respect to claim 11, the accused devices have carrier 

aggregated transmit signals that are sent on a plurality of carriers at different 

frequencies.  On information and belief, the accused devices support two CA 

transmit signals that are sent on carriers offset by a separation frequency of 20MHz. 

149. With respect to claim 12, the accused devices have a single power 

tracking signal that has a bandwidth smaller than an overall bandwidth of the 

plurality of carriers.  On information and belief, the bandwidth of the single power 

tracking signal is smaller than the composite envelope spectrum in the accused 

devices.   

150. With respect to claim 13, the accused devices have carrier 

aggregated transmit signals that are intra-band carrier aggregated transmit signals.  

On information and belief, the accused devices support two CA transmit signals that 

are contiguous intra-band CA transmit signals. 

151. With respect to claim 14, the accused devices have intra-band 

carrier aggregated transmit signals that are contiguous.  On information and belief, 

the accused devices support two CA transmit signals that are contiguous intra-band 

CA transmit signals. 

152. Apple’s acts of infringement have occurred within this district and 

elsewhere throughout the United States. 
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153. Qualcomm has been damaged and will suffer additional damages and 

irreparable harm unless Apple is enjoined from further infringement.  Qualcomm 

will prove its irreparable harm and damages at trial. 

PRAYER FOR RELIEF 

WHEREFORE, Qualcomm respectfully requests that the Court enter 

judgment as follows:   

(a) Declaring that Apple has infringed the Patents-in-Suit; 

(b) Awarding damages in an amount to be proven at trial, but in no event 

less than a reasonable royalty for its infringement including pre-judgment and post-

judgment interest at the maximum rate permitted by law; 

(c)  Ordering a permanent injunction enjoining Apple, its officers, agents, 

servants, employees, attorneys, and all other persons in active concert or 

participation with Apple from infringing the Patents-in-Suit; 

(d) Ordering an award of reasonable attorneys’ fees to Qualcomm as 

provided by 35 U.S.C. § 285; 

(e) Awarding expenses, costs, and disbursements in this action, including 

prejudgment interest; and 

(f) Awarding such other and further relief as the Court deems just and 

proper.   
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DEMAND FOR JURY TRIAL 

Pursuant to Rule 38(b) of the Federal Rules of Civil Procedure, Qualcomm 

demands a jury trial on all issues triable by jury. 

Dated:  August 25, 2017 
 

By:  s/Randall E. Kay   
Randall E. Kay 

  
JONES DAY 
Karen P. Hewitt (SBN 145309) 
kphewitt@jonesday.com 
Randall E. Kay (SBN 149369)  
rekay@jonesday.com  
4655 Executive Drive, Suite 1500 
San Diego, California 92121 
Telephone:  (858) 314-1200 
Facsimile:  (858) 345-3178  
 
QUINN EMANUEL URQUHART 
& SULLIVAN, LLP 
David A. Nelson (pro hac vice 
forthcoming)  
(Ill. Bar No. 6209623) 
davenelson@quinnemanuel.com 
500 West Madison St., Suite 2450 
Chicago, Illinois 60661 
Telephone:  (312) 705-7400 
Facsimile:  (312) 705-7401 

 
Richard W. Erwine (pro hac vice 
forthcoming)  
(N.Y. Bar No. 2753929) 
richarderwine@quinnemanuel.com 
Alexander Rudis (pro hac vice 
forthcoming)  
(N.Y. Bar No. 4232591)  
alexanderrudis@quinnemanuel.com 
51 Madison Avenue, 22nd Floor 
New York, NY 10010 
Telephone:  (212) 849-7000 
Facsimile:  (212) 849-7100 
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Sean S. Pak (SBN 219032) 
seanpak@quinnemanuel.com 
50 California Street, 22nd Floor  
San Francisco, CA 94111 
Telephone:  (415) 875-6600 
Facsimile:  (415) 875-6700 
 
S. Alex Lasher (SBN 224034)  
alexlasher@quinnemanuel.com 
777 6th Street NW, 11th Floor 
Washington, DC 20001 
Telephone:  (202) 538-8000 
Facsimile:  (202) 538-8100 
 
 
CRAVATH, SWAINE & MOORE 
LLP 
Evan R. Chesler (pro hac vice 
forthcoming)  
(N.Y. Bar No. 1475722) 
echesler@cravath.com 
Keith R. Hummel (pro hac vice 
forthcoming)  
(N.Y. Bar No. 2430668) 
khummel@cravath.com 
Richard J. Stark (pro hac vice 
forthcoming)  
(N.Y. Bar No. 2472603) 
rstark@cravath.com 
Gary A. Bornstein (pro hac vice 
forthcoming)  
(N.Y. Bar No. 2916815) 
gbornstein@cravath.com  
J. Wesley Earnhardt (pro hac vice 
forthcoming)  
(N.Y. Bar No. 4331609) 
wearnhardt@cravath.com 
Yonatan Even (pro hac vice 
forthcoming)  
(N.Y. Bar No. 4339651 ) 
yeven@cravath.com 
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Vanessa A. Lavely (pro hac vice 
forthcoming)  
(N.Y. Bar No. 4867412) 
vlavely@cravath.com 
Worldwide Plaza, 825 Eighth Avenue 
New York, NY 10019 
Telephone:  (212) 474-1000 
Facsimile:  (212) 474-3700 
 
 
Attorneys for Plaintiff 
QUALCOMM INCORPORATED 
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EXHIBIT INDEX 
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A U.S. Patent No. 8,633,936 1-24 

B U.S. Patent No. 8,698,558 25-43 

C U.S. Patent No. 8,838,949 44-62 

D U.S. Patent No. 9,535,490 63-92 

E U.S. Patent No. 9,608,675 93-117 
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PROGRAMMABLE STREAMING 
PROCESSO~ WITH MIXED PRECISION 

INSTRUCTION EXECUTION 

TECHNICAL FIELD 

Toe disclos.ure relates to graphics processing and, more 
particularly, to graphics processor arch,it~tures. 

BACKGROUND 

Graphics devices are widely used to render 2-dimensional 
(2-D) and 3-dimensional (3-D) images for various l!pplica
tions, such as video games, graphics programs, computer
aided design (CAD) applications, simulation and visualiza
tion tools, imaging, and the like. A graphics device may 
perform various graphics operations to reil.der an image. The 
graphics operations may include rasterization, stencil a:nd 
depth tests, texture mapping, shading, and the like. A 3-D 
image may be modeled with surfacEls, and each surface may 
be approxjmated with polygons, such as triangles. The num
ber of triangles used to represent a 3-D image for rendering 
purposes is dependent on the complexity of the surfaces as 
well as the desired resolution of the image. 

Each triangle may be defined by three vertices, and each 
vertex is associated with various attributes such a:s space 
coordinates, color values, and texture coortlina:tes. When a 
graphics device uses a vertex processor during the rendering 
process, the vertex processor may process vertices of the 
vatjous triangles. Eai::h trjangle is also composed of picture 
elements (pixels). When the graphics device also, or sepa
rately, uses a pixel processor during the rendering process, the 
pixel processor renders each triangle by determining the val
ues of the components of each pixel within the triangle. 

2 
sions. As a result, unnecessary precision promotion may be 
reduced or eliminated. In addition, application.programmers 
may have increased flexibility when writing application code. 
An applicatjon programmi,r may specify different data pre-

s cision levels for different application instructions, which are 
then compiled into one or more binary instructions that are 
processed by the processor. 

In one aspect, the disclosure is directed to a method that 
includes receiving a graphics instruction for execution within 

1_0 a programmable streaming processor, receiving an indication 
of a data precision for execution of the graphics instru_ction, 
and receiving a conversion instruction that, when executed by 
the processor, converts graphics data associated with the 
graphics instruction to the indicated data precision, wherein 

1 s the conversion instruction is clifferent than the graphics 
instruction. The method further includes selecting one of a 
plurality of execution units within the processor based on the 
indi<:ated data precision, and using the s.elected execution unit 
to execute the graphics instru~on with the indicated data 

20 precision using the graphics data associ11ted with the graphics 
instruction. 

In one aspect, the disclosure is directed to a computer
readable mediliin includmg instructions for causing a pro
grammable streaming processor to receive a graphics instruc-

25 tion for , execution within the processor, to receive an 
indication of a data precision for execution of the graphic·s 
instrui;:tion, and to receive a conversion instruction that, when 
executed by the processqr; converts graphics data associated 
with the graphics instruction to tb.e i.ndicat_ed data precision, 

30 wherein the conversion instruction is differentthan the graph
ics instrtiction. The computer-readable medium further 
includes instructions for causing the processor to select one of 
a plurality of execution units within the processor based on 
the indicated data precision, and to use the selected execution 

3S unit to execute the graphics instruction with the indicated data 
precision using the graphics data associated with the graphics 
instruction. 

In many cases, a graphics device may utilize a shader 
processor to perform certain graphics op¢ration:s such as 
shading. Shading is a highly complex graphics operation 
involving lighting and shadowing. The ~der processor may 
need to execute a variety o_f different 4lstructjons when per
forming rendering, a:nd typically includes one or more execu
tion units to aid in the execution of these instructions. For 
example, the shader processor may include arithmetic logic 
units (ALU's) and/or an elementary functional unit (EFU) as 
execution units. Often, these execution units ate capable of 
executing instructions using full data-precision circuitry. 45 

However, such circuitry can often require more power, and 
the execution unit.s may ~ up more physil:al space within 
the shader processor integrated circuit used by the graphics 

In one aspect, the disclosure is directed to a progranml!lble 
streaming processor that includes a controller and multiple 

40 execution units. The controller is configured to receive a 
graphics instruction fot execution and to receive an indication 
ofa data precision for execution ofthe graphics instruction. 
The controller is also configured to receive a conversion 
instruction that, when executed by the processor, converts 
graphics data associataj with the graphics instruction to the 
indicated data precision, wherein the conversion instruction 
is.different than the graphi~s instruction. When operable, the 
controller selects one of the execution units based on the 
indicated data precision. The controller then causes the device. · 

SUMMARY 
so selected execution unit to execute the graphics .instruction 

with the indicated data precision using the graphics data 
associated with the graphics instruction. 

In another aspect, the disclosure is directed to a computer
readable medium that includes instructions for causing a pro
cessor to analyze a plurality of application instructions for a 
graphics application, and, for each application instruction 
that specifies a first data p~~on level for its execution, to 
generate one or more corresponding compiled ~ctions . 
that each indicate the first data precision level for its execu-

In general, the disclosure relates to a programmable 
streaming processor of a graphics device that is capable of 
executing mixed-precision (e.g.; :liill-precision, half-preci- 55 
sfon) instructions using different execution units. For 
example, the progtammable processor may inclu~ one or 
more full-precision execution units along with one or more 
half-precision execµtion units. Upon receipt of a binary 
instruc:tion and an indii:ation of a data precision for execution 60 tion. The computer-readable medium includes further 

instructions for causing theproc~sor to generate one or more 
conversion instructions to convert graphics data from a sec
ond, different data precision level to the first data precision 
level when the one or more compiled instructions are 

of the instruction, the processor is capable of selecting an 
appropriate execution unit for execuJ:ing the received instruc
tion with the indicated data precision. Th~ processor may 
comprise an instruction-based, adaptive streaming processcr 
for mobile graphics applications. 

By doing so, the processor may avoid using one execution 
unit to execute instructions with various different data preci-

65 executed. 
In one aspect, the· disclosure is directed to a computer

readable data storage medium having one or more first 

Copy provided by"USPTO from the PIRS Image Database on 04/05/2017 
- --- - ----- ------- ---
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executable instructions that, when executed by a program
mable streaming processor, support one or more functions of 
a graphics application, wherein each of the first executable 
instructions indicates a first data precision level for its execu
tion. The compU:t~r~readable data storage medium further 5 
includes one or more second executable instructions that, 
when executed by the processor, support cine or more func
tions of the graphics applic_ation, wherein each of the second 
eicecutable instructions indicates a second data precision level 
different from the first data precision level for its execution. 

10 Toe computer-readable data storage medium further includes 
one or more third executable instructions that, when executed 
by the processor, support one or more functions of the graph-
ics application, whe.rein each of tl;le third executable instruc
tions converts graphics data from the second data precision 
level to the first data precision level when the one or more first 1s 
execut_able instructions are executed. 

The details of one or more aspects of the disclosure are set 
forth in the accompanying drawings and the description 
below. Other featutes, objects, and advantages will be appar
ent from.the description and drawings, and from the claims. 20 

BRIEF DESCRIPTION OF DRAWINGS 

FIG. I is a block diagram illustrating various components 
that may be included within a graphics processing system, 25 

a«ording to an aspect of the disclosure. 
FIG. 2A is a block diagram illustrating an exemplary 

graphics process!D.g system that includes a programmable 
shader processor, according to an aspect of the disclosure. 

FIG. 2B is a block diagram illustrating further details of the 30 

shader processor shown in FIG. 2A, according to an aspect of 
the disclosure. ' 

4 
Threads allow graphics applications 102A-102N to have mlll
tiple tasks performed simultaneously and to share resources. 

Graphics device 100 receives the threads from graphics 
applications 102A-102N and performs the tasks indicated by 
these threads. In the aspect shown in FIG. 1, graphics device 
100 includes a programmable streaming processor 106, one 
or more graphics engines 108A-108N, and one or more 
memory modules llOA-llON. Processor 106 may perform 
various graphics operations, such as shading, and may com
pute transcendental elementary functions for certain applica-
tions. In one aspect, processor 106 may comprise an instruc
tion-based, apaptive streaming processor for mobile graphics 
applications. Graphics engines 108A-108N may perform 
other graphics operations, such as texture mapping. Memory 
modu:les ilOA-llON may include one of more caches to store 
data and graphics instructions for processor 106 and graphics 
engines 108A-108N. 

Graphics engines 108A-108N may include one or more 
engines that perform various graph,i~s oper,itiqns; such as 
triangle seNp, rasterization, ste11cil and depth tests, attribute 
setup, and/or pixel interpolation. External memory 104 may 
be a large, slower meI11ory wi1:h respect1o memory modules 
110A-1ION. In one aspect, ext~I'I!al memory 104 is located 
further away ( e.g., off-chip) from graphics device 100. Exter
nal memory 104 stores data and graphics instructions that 
may be loaded into one or more of the memory modules 
llOA-llON. 

!none aspect, processor! 06 is capable of executing mixed
precision (e.g., full-precision, half-precision) graphics 
instructions using different execution units, given that differ
ent graphics applications 102A-102N may have different 
requirements regarding ALU precis_ion, peefcn:mance, and 
input/output formats. As an example, processor 106 may 

FIG. 2C is a block diagram illustrating further details of the 
execution units an:d register banks shown in FIG. 2B, accord
ing to an aspect of the disclosure. 

FIG. 3 is a flow diagram illus1:rating an exemplary method 
that may be performed by the shader processor shown in 
FIGS. 2A-2_B, according to an aspect of the disclosure. 

35 include one or more full-precision execution units along with 
one or more partial-precision execution units. The partial
precision execirtion units may be, for example, half-precision 
execution units. Processor 106 may use its execution units to 

FIG. 4 is a block diagram illustrating a compiler that may 
beU:sed to generate graphics instructions to be executed by the 40 

streaniing processor shown in FIG. 1 orby the shader proces-
SOI' shown in FIGS. 2A-2B, accordlllg to an aspect of the 
disclosure. 

execute graphics instructions for one or more of graphics 
applications 102A-102N. UP9nreceipt ofa binary instruction 
(such as from external memory 104 or one of memory mod-
ules llOA-UON), and also an in~catipn of a ~ta precisio.g. 
for execution of the graphics instruction, processor 106 may 
select an appropriate execution unit for executing the received 

DETAILED DESCRIPTION 45 instruction with the indicated data precision using graphics 
data. Processor 106 may also receive a separate conversion 
instruction that, w~n ex~ed, converts graphics data asso
ciated with the graphics instruction to the indicated data pre-

FIG. 1 is a block diagram illustrating various components 
that may be included :within a graphics processing system, 
according to one ~pect of the disclosure. This graphics pro
cessing system may be a stand-alone system or may·be part of so 
a larger system, such as a computing system or a wireless 
communication devic_e (such as a wireless communication 
device handset), or part of a digital camera or other video 
device. The ~empl_ary system sllown in FIG. 1 ~y include 
one or more graphics applications 102A-102N, a graphics ss 
device 100, and external meiilofy 104. Graphics device 100 
may be communicatively coupled to external memory 104 
and each of graphics applications 102A-102N. In cine aspect, 
graphics device 100 may be included on one or more inte
grated circuits, or ch,ips. 

cision. In one aspect, the conversion ins_truction is a sq,arate 
instruction that is different from the graphics instruction. 

The graphics data may be provided by graphics applica
tions 102A-102N, or may be retrieved from external memory 
104 or one of memory mQdules llOA-llON, or may be pro-
vided by one or more of graphics engines 108A-108N. By 
selectively executing instructions in different ~ecutiqn upits 
based upon indicated data precisions, processor 106 may 
-avoid using a single execu:ti.on ti.iiit to execilte both full-pre
cision and half-precision instructions. In addition, program
mers of graphics applications I02A-102N may have 

The graphics applications 102A-102N nµy include vari
ous different applications, such as video game; video, camera, 

60 increased flexibility when writing application code. For 
ex11IDple, an application programmer may specify data preci
sion levels for application instructions, which are then com
piled into one or more biruey instructions $it are processed or other graphics or streaming applications. These graphics 

applications 102A-102N may run concurrently and are each 
able to generate threads of execution to achieve desired 65 

results. A thread indicates a specific task that may be per
formed with a sequence of one cir more graphics instructions. 

by processor 106. Processor 106 selects appropriate execu
tion units to execute the binary instructions based on~ ~ 
precision associated with the execution units and the binary 
instructions. In addition, processor 106 may execute the 
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received conversion instruction to convert the graphics data 
associated with the instruction to the inclicated data precision, 
if necessary. For example, if the provided graphics data has a 
data precision that is different from the indicated data preci
sion, processor 106 may execute the conversion instruction to 5 

convert the graphics data to the indicated data precision, such 
that the graphics instruction may be executed by the selected 
execution unit. 

FIG. 2A is a block diagram illustrating an exemplary 
graphics processing system tl::iat includes a programmable 10 

shader processor 206, according to one aspect. In this aspect, 
the graphics processing system shown in FIG. 2A is an exem
plary instantiation of the more generic system shown in FIG. 

6 
system no. Texture engine 208 is capable of perfi>rming 
te:itture-related operations, and is also communicatively 
coupled to cache memory system 210. Cache memory system 
210 is c9upled to main memory 204. Cache memory system 
210 includes both an instruction cache and a data cache in an 
aspect. Instructions and/or data may be loaded from main 
memory 204 into cache memory system 210, which are then 
made available to texture engine 208 and shader processor 
206. Shader processor 206 may co.ti:u::ininicilte with external 
devices or components via either a synchronous or an asyn
chronous interface. 

In one aspect, shader processor 206 is capable of executing 
mixed-precision graphics instructions using different execu
tion units. In this aspect, shaderprocessqr206 in9ludes one or 
more full-precision execution units along with one or more 
half-precision execil.ti6n units. Shader processor 206 may 
invoke its execution units to execute graphics instructiqns for 
one or both of graphics applications 202A and 202B. Upon 
receipt of a binary instruction (sueh as from cache memory 
system 210), and also an indication of a data precision for 
execution of the instruction, shader processor 206 is capable 
of selecting an appropriate execution I.J!!jt for executing the 
received instruction with the indicated data pre_cision using 
graphics data. Graphics pix~! appHcatio_n 202A may provide, 

1 .. In one aspect, shader proi:essoi' 206 is a streaming proces
sor. In FIG. 2A, the exemplary system includes two graphics 15 
applications 202A and 202B that ate each communicatively 
coupled to a graphics device 200. In the example of FIG. 2A, 
graphics application 202A is a pixel application that is 
capable ofpro~sing and managing graphics imaging pixel 
data. In the example ofFIG. 2A, graphics application202B is 20 

a vertex application that is capable of processing and ~g
ing graphics imaging vertex data. In one aspect, graplµcs 
pixel application 202A comprises a pixel processing applica
tion, and graphics vertex application 202B comprises a vertex 
processing application. 

In many cases, graphics pixel application 202A imple
ments many functions that use a lower-precision (such as a 
half-precision) data forma,t, but it may implement certain 
functions using a higher-precision (such as a full-precision) 
data format. Graphics pixel application 202A may al_so 30 

specify quad-based execution of instructions for pixel data. 
Typically, graphics vertex application 202B implements 
functions using a higher-precision data format, but may not 
specify quad-based execution Of instructions for vertex data. 
Thus, different applications, such as applications 202A and 35 

~02:e, and corresponding API's to graphics device 200, may 
specify different data preci_sion requirements. And, within a 
given application 202A or 202B (and corresponging API), 
execution of mixed-precision instructions may be specified. 
For example, a shading language for graphics pixel applica- 40 

tion 202A may provide a precision modifier for shader 
instructions to be executed by shader processor 206. Thus, 
certain instructions may specify one precision level for 
execution while other instructions may specify another pre
tjsion l~eL S~der processor 206 within graphics device 200 45 

is capable of execu_ting mixed-precision instructions in a uni
form way. 

25 for example, pixel data to shader processor ;06; and graphics 
vertex application n202B may provide vertex data to shader 
processor 206. 

In one aspect, shader processor 206 interacts with graphics 
applicatfons 202A and 202B via one or more application 
program interfaces, or API's (not shown). For example, 50 

graphics pixel applic:a1:ion 202A. may interact with shader 
processor 206 via a first API, and graphics vertex application 
202B may interact with shader processor 206 vi_a a second 
APL Toe first API and second API may, in one aspect, com, 
prise a common API. The API's may defui.e one or more 55 
standard programming specifications used by graphics appli
cations 202A anii 2028 to cause graphics device 200 to per
form various graphical operations, including shading opera
tions that may be performed by shader processor 206. 

Graphics device 200 includes a shader processor 206. 60 

Shader processor 206 is capable of performing shading 
operations. Shader processor 206 is capable of exchanging 
pixel data with graphics pixel application 202A, and is further 
capable of exchanging vertex data with graphics vertex appli
cation 202B. 65 

In the example of FIG. 2A, shader processor 206 also 
communicates with a texture engine 208 and a cache memory 

Shader processor may also receive a separate conversion 
instruction that, when executed, converts graphics data asso
ciated with the graphics instruction to the indicated data pre
cision, In one aspect, the conversion instruction is a separate 
instruction that is different from the graphics instruction. 

Graphics data may also be loaded from main mem9ry 204 
or cache memory system 210, or may be provided by~ 
engine 208. Graphics pixel application 202A and/or graphics 
vertex application.202B invoke threads of execution which 
cause shader processor 206 to load one or more binary 
instructions from cache memory system 210 for execution. In 
one a,spect, each I oadl:ld instruction indicates a data precision 
for execution of the ~.ction. In addition, shader processor 
206 may execute the received conversion instruc:tion to con-
vert the graphics data associated with the instruction to the 
inclicated data precision, if necessary. For example; if the 
provided graphics data has a data precision that is different 
from the indicated data precision, shader processor 206 may 
execute the conversion instruction to convert the graphics 
data to the indicated data precision, such that the graphics 
instruction may be executed by the selected execution unit. 
13y selectively executing instructions in different execution 
units based upon indicated data precisions, shader processor 
206 may avoid using a sirigle execution unit to execute both 
full-precision and half-precision instructions. 

FIG. 2B is a blockdiagramillustratingfurtherdetails of the 
shader processor 206 sl;iowi}. in FIG. 2A, acc_ording to one 
aspect. Within shader processor ~06, a sequencer 222 
receives threads from graphics applications 202A and 202B, 
and provides these threads to a thread scheduler & context 
register 224. In one aspect, sequencer 222 comprises a mul
tiplexer (MUX). In one aspect, sequencer 222 determines 
which threads should be accepted, and may also allocate 
multiple-precision register space and/or other resources for 
each accepted thread For example, sequencer 222 may allo
cate register space for hlllf-precision instructions, and may 
also allocate register space for fu!J-precision instructions. 

In one aspect, p~el data received from graphics pixel 
application 202A includes attribute information in a pixel 
quad-based format (i.e., four pixels ata time). In this aspect, 
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execution units 234 may process four pixels ata tim:e .. In one tion unit loads any graphics data needed for instruction execu-
a_spect, execution units 234 may process data from graphics tion from a constant buffer 232 or regi~ banks 242, which 
vertex application 20;8 one vertex at a tim:e. are described in more detail below. 

lbread scheduler224 performs various functions to sched- In the aspect shown in FIG. 28, execution units 234 
ule and manage execution of threads, and may control execu- 5 includes one or more full-precisionALU's (Arithmetic Logic 
tion sequence of threads. For each thread, thread scheduler Units) 236, cine or more half-precision ALU's 240, a:nd a:n 
224maydetermjnew~~erresourcesrequiredfortbatthread elementary functional unit·238 that executes transcendental 
are ready, pu_sh the thread into a sl_eep queue if any resource elementary operations. ALU's 236 and 240 may include one 
( e.g., instruction, register file, or texture read) for the thread is or more floating point units, which enable floating computa-
not ready, and move the thread from the sleep queue to an 10 tions, and/or one or more integer logic uni~ wl!,ic_h enable 
active queue when all of the resources are ready, according to integer and logic operations. Whennecessacy, execution units 
one aspect. Thread scheduler 224 interfaces with a load con- 234 load in data, such as graphics data, from constant buffer 
trol unit 226 in order to synchronize the resources for the 232 cir from register banks 242 during instruction execution. 
threads. In one aspect, thread scheduler 224 is part of a con- Both the full-precision ALU's 236 and the half-precision 
troller 225. FIG. 28 shows an example of controUer 225. 15 ALU's 240 are capable of performing arithmetic operations 
Controller 225 may control various functions related to the (such as addit;ion, subtraction, multiplication, multiply and 
processing of instructions and data within shader processor accumulate, etc.) and al_so logical ope~tions (such as AND, 
206. In the example of FIG. 28, controller 225 includes OR, XOR, etc.). EachALU 11,[litmay compri~ a single quad 
thread scheduler 224, ioad cOiitrol unit 226, and master ALU or four scalar ALU's, according to one aspect. When 
engine 220. In certain aspects, controller 225 includes at least 20 four scalar ALU' s are used, attributes for four pixels may be 
one of master engine 220, thread scheduler 224, and load processedinparallelbytheALU's.AqiJadALUmaybeused 
control unit 226. to process four attributes for a pixel or- a vertex in parallel. 

Thread scheduler 224 also manages execution of threads. However, full-precision ALU's 236 execute instructions 
Thread scheduler 224 fetches instructions for each thread using full-precision calculations, whilehalf-precisionALU's 
frqm an ins~ction cac)l!l 230, 4ecodes each instruction if 25 240 execute instructions using half-precision calculations. 
necessacy, and performs flow control for the thread. Thread Elementary functional unit 238 can comp_ute transcenden
scheduler 224 selects active threads for execution, checks for · tal elementary funct_ions such as sine, cosine, reciprocal, loga-
read/write port conflict among the selected threads and, if rithm, exponential, square root, or reciprocal square root, 
thereisnoccinfilct,seridsinstructionsforonethreadtoexecu- which are widely used in shader instru~ions. E_lementary 
tion units 234, and sends instructions for another thread tci 30 functional unit 238 Iiuiy improve shader performance by 
load control unit 226. Thread scheduler 224 maintains a pro- computing elementary functions in much less time than the 
gram{instruction counter for each thread and updates this time required to perform polynomial approximations of the 
counter as instructions are executed or program flow is elementary functions using sim:ple instructions. Elementary 
altered. '11irecad scheduler 224 al_so issues requests to fetch for functional unit 238 may be capable of executing instructions 
missing instructions from instruction cache 230 and removes 35 wim full precisiol'.l, but also may be capable of converting 
threads that are completed. calculat;ion results to a half-precision format as well, accord-

In one aspect, thread scheduler 224 interacts with a master ing to one aspect o_f this disclosure. 
engine 220. In this aspect, thread scheduler 224 may delegate Load control unit 226, which is part of controller225 in the 
certain responsibilities to master engine 220. In one aspect, exemplary aspect shown in FIG. 28, controls the flow of data 
thread scheduler 224 may decode instructions for execution, 40 and instructions for various components within shader pro-
or may maiirtain the program/instruction counter for each cessor 206. In one aspect, load control unit 226 may evict 
thread and update this counter as instructions are executed. In excess intemal data of shader processor 206 to extemal 
one aspect, master engine 220 sets up stat_e for instruction memory (e.g., cache memocy system 210), and may fetch 
execution, and may also control the state update sequence ext!lrnal resources su_ch as instruction, buffer, or texture data 
during insthiction execution. 45 from texture engine 208 and/or cache memocy syst~ 210. 

Instruction cache 230 stores instructions for the threads. Load control unit 226 interfaces with cache memC>cy systc::g;i 
These instructions indicate specific operations to be per- 210 and loads instruction cache 230, constant buffer 232 
formed for each thread. Each operation may be, for example, (which may store uniform data used during instruction execu-
an arithm:e_tic operation, an elementary function, a memocy tion for graphics applications 202A and/cir 2028), and regis-
access operation, or another fonn of instruction. Instruction 50 ter banks 242 with data and instructions from cache memocy 
cache 230 may be loaded with instructions from cache system 210. Load control unit ;26 also may provide output 
memocy system 210 or main memory 204 (FIG. 2A), as data from register banks 242 to cache meni.ocy system 210. 
needed, via load control unit 226. These instructions are Register banks 242 may receive the output data from one or 
binary instructions tb,at ~e been compiled from graphics more execution units 234, a:nd can be sha:red amongst execu-
application code, according to one aspect. Each binary 55 tion units 234. Load control unit 226 also interfaces with 
instruction i.IJdicates a: data precision used for its execution texture engine 208. In certaip. cases, texture engine 208 may 
witlilitshaderprocessor206. For example, an instruction type provide data (such as texel data) to shader processor 206 via 
associated with the instruction Iliay in<licate whether the load control unit 226, and, in certain cases, load control unit 
instruction is a full-precision instruction or a half-precision 226 may provide data ( such as texture coordinate data) arid/or 
instruction. Or, a parti~_ar flag or field within the instruction 60 instructions (such as a sampler ID instruction) to texture 
m,ay indicate whether iJ is a full-precision or a half-precision engine 208. 
instruction, according to one exemplacy aspect. Thread In the example of FIG. 2B, load control unit 226 also 
scheduler 224 may be capable of decoding instructions and includes a precision converter 228. Because the data read into 
determining a data precision for each ins~on (such as full- or written out ofload control unit 226 may have different data 
or ~lf-precisi_on). Thread scheduler 224 can then route each 65 precisions (e.g., full precision, half precision), load control 
instruction to an execution unit that is capable of executing unit 226 may ne.ed to convert certain data to a different data 
the instruction with the indicated data precision. This execu- precision level before routing it to a different component 
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(such as to register banks 242, or to cache memory system addition, computation results generated during instruction 
210). Precision converter 228 manages such data conversion execution by full-precisionALU's 236A-236N may be stored 
within load control unit 226. within one or more of full-precision register banks 244A-

In one aspect, precision converter 228 operates to convert 244N. 
graphics data from one precision level to another precision s Similarly, each half-precision ALU 240A-240N is capable 
level upon execution, by shader processor 206, of a receivtid of using data to execute instructions using half-precision 
conversion instruction. When executed, the conversion computations. Input data Used during instruction execution 
instruction converts graphics dll~ associated with a received may be retrieved from one or more of half-precision register 
graphics i.p.struction to an indicated data precision. For banks 246A-246N. In addition, computation results gener-
example, the conversion instruction may convert data in a 10 ated during instruction execution by half-precision ALU's 
halfsprecision format to a full-precision format, or vice versa. 240A-l40N may be stored within one or more oflialf-preci, 

Constant buffer 232 may store constant values that are used 
by execution units 234 during instruction execution. Register sion register banks 246A-246N. 
banks 242 store temporary results as well as final results from As described previously, elementary functional unit 238 is 
execution units 234 for executed threads. Register banks 242 15 capable of executing full-precision instructions, but storing 
inclu!feoneormorefull-precisionregisterbanks244andone resli.lts in half-precision format In one aspect, elementary 
or mpre ha)f-precision register banks 246. Final execution functional unit 238 is capable of storing result data in either 
results can be read from register banks 242 by load control full- or half-precision form.at. As a result, elementary func-
unit 226. In addition, a distributor 248 may also receive the tional unit 238 is communicatively coupled to full-precision 
final resli.lts for the executed threads from register banks 242 20 register banks 244A-244N, and is also communicat_ively 
and distribute these results toat least one of graphics vertex coupled to half-precision regi_s~r banks 246A-246N. 
application 2028 and graphics pixel application 202A. Elementary functional unit 238 may both retrieve intermedi-

Graphics applications, such as applications 202A and ate data~ and store final result data to any of the registers 
2028, may require processing of data using different preci- within register banks 242, according to one aspect. 
sionlevels. For example, in one aspect, graphics vertex appli- is In addition, elementary functional unit 238 includes a pre-
cation 2028 processes vertex data using full-precision data cision converter 239. Iii those instances in which elementary 
formats, while griiphic·s pixel application 202A processes functional unit 238 converts between full- and half-precision 
pixel data using half-precision formats. In one aspect, graph- data formats, it may use precision converter 239 to perform 
ics pixel application 202A prcx;esses ct!rtain information the conversion. For example, unit 238 may load input graph-
using half-precision format, yet proces~s other information 30 ics data from half-preci_sio_n register 1:>anks 246A and use th4il 
using full-precision format. During exec~tion of threads from data to execute a full-preci_sion instruction. Precision con-
graphics vertex application 2028 and graphics pixel applica- verter 239 may convert the input data from a half,precision 
tion 202A, shader processor 206 receives and processes format to a full-precision format. Unit238 may then use the 
instructions from instruction cache 230 that use different data converted data to execute the full-precision instruction. If the 
precision levels for execution. 35 result data is to be stored back into half-precision register 

Thus, in the aspect shown in FIG. 28, thread scheduler 224 bank 246A, precision converter 239 may convert the result 
identifies a data precision indicated or associated with a given data from a full.precision to a half-precision format, such that 
instruction loaded out ofinstructipn cache 230, and routes the i~ may be stored in half-precision register bank 246A. Alt!:r-
instruction to an appropria~ ex4eCU1ion uni~. For example, if natjvely, if t!J_e result datli is to be stored in one of ful,1-
the instructionis decoded as a full-precision instruction (such 40 precision register banks 244A-244N, the result data in full. 
as through indication by the instruction type or a field/header precision format may be directly stored in one of these 
contained within the instruction), thread scheduler 224 is registers. 
capable of routing the instruction to one of the full-precision Thread scheduler 224 (FIG. 28) is capable of causing a 
ALU's 236 for execution. Execution results from full preci- binary instruction to be. loaded from instruction cache 230 
sion ALU's 236 may be stored in one or more of the full- 45 and executed in one of execution units 234 bas_ed upon the 
precision register banks 244 and provided back to the graph- data precision assotjated with the instruction. For example, 
ics application (such as graphics vertex application 2028) via thread scheduler 224 may route full-precision instructions to 
distributor 248. If, however, an instruction from the instruc- one or more of full-precision ALU's 236A,236N, and may 
tion cache 230 is decoded by thread scheduler 224 as a half- route half-precision instructions to one or more of half-pre-
precision instruction, thread s¢heduler 224 is capable of tout- so cision ALU's 240A-240N. 1bread scheduler 224 may also 
ing the instruction to one of the half-precisionALU's 240 for route elementary instructions to elementary functional unit 
executiqn, Executjon results from half-p~cisionALU's 240 238 for executicm. Result data can be stored in co~sponding 
may be stored in one or more of the half-p~sion register registers within register banks 242. In one aspect, data tran-
banks 246 and provided back to the graphics application sitions between full-precision ALU's 236A-236N, elem.en-
(such as graphics pixel application 202A) via dJ.stributor 248. ss tary functional unit 238, and half-precision ALU's 240A-

FIG. 2C is a block diagram illustrating further details of the 240N go through register banks 242. 
execution units 234 and register bllllks 242 shown in FIG. 28, In one aspect, each half-precision register bank 246A-
accordiJ;,.g to one aspect. As descn"bed previously, execution 246N contains less regi_ster stor,ige space, and occupies less 
units 234 include various differerittypes of execution units. In physical space on an integrated circuit, than each full-preci-
the example of FIG. 2C, execution units 234 includes one or 60 sion register bank 244A-244N. Thus, for example, half•pre-
more full-precision ALU's 236A-236N, one or more half- cisionregister bank 246Acoiitiiins less register storage space, 
precision ALU's 240A-240N, and one or more elementary and occupies a smaller physical space, than full-precision 
functional units 238. Each full-precisionALU 236A-236N is register bank 244A. In one aspect, one full-precision register 
capable of using data to execute instructions using full-pre- bank (such as bank 244A) may contain substantially the same 
cision computations. Input data used during instruction 65 amoli.Iit of register space, and occli.py substaiitially the same 
executionmayberetrievedfromoneormoreoffull-precision amount of physical space, as two half-precision register 
register banks 244A-244N (within register banks 242). In banks (such a:s banks 246A and 2468 combined). 
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Similarly, each full-precision ALU 236A-236N may 
oc_cupy more physical space within an integrated circuit than 
each ha_lf-precisionALU240A-240N. In addition, each full
precisionALU 236A,236N typically may use more operating 
power than each half-precision ALU 240A-24.0N. As a con- 5 
sequence, in certain aspects, it may be desired to limit the 
number of f'ull-precision ALU's and ftill-precision register 
banks, and increase the number of half-precision ALU' s and 
half-precision register banks, that are used, so as to minimize 
integrated circuit size and reduce power consumption 10 

requirements. These aspects may be particil!arly appropriate 
or beneficial when shader processor 206 is part of a smaller 
computing device with certain power constraints, such as a 
mobile or wireless co=unication device (e.g., such as a 
mobile radiotelephone or wireless co=unication device 15 

}:umdset), or a digi~al camera or video device. 
Therefore, in one aspect, execution units 234 may include 

only one full-precision ALU 236A, and register banks 242 
may include only one full-precision register bank 244A. In 
this aspect, execution units 234 may further include four 20 
half-p:recisioriALU's 240A-240D, while register banks 242 
may include four half-precision register banks 246A-246D. 
As a result, execution units 234 may be capable of executing 
at least one half-precision instruction and one full-precision 
instruction in parallel. For example, the four half-precision 25 
ALU's 240A-240D may execute instructions for attributes of 
four pixels at a time. Because only one full precision ALU 
236A is used, ALU 236A is capable of executing an instruc
tion for one vertex at a time, according to one aspect. As a 
resil!t, shader processor 20.6 need not utilize a vertex packing 30 
buffer to pack data for multiple vertexes, according to one 
aspect. In this case, vector-based attribute data for a vertex 
may be directly processed without having to convert the data 
to scl3lar forma~. · · 

In another aspect, execution units 234 IIJ.aY include four 35 

full-precision ALU's 236A-236D, and register banks 242 
may include four full-precision register banks 244A-244D. In 
this aspect, execution units 234 may further include eight 
half-precision ALU's 240A-240H, while register banks 242 
may include eight half-precision register banks 246A-246H. 40 

As a result, execution units 234 are capable of executing, for 
example, two half~precis_ion instructions on two quads and 
one full-precision instruction aµ one quad in parallel. Each 
quad, or thread, is a group of four pixels or four vertices. 

Iii another aspect, execution units 234 may include four 45 

full-precision ALU's 236A-236D, and register banks 242 
may include four full-precision register banks 244A-244D. In 
this aspect, execution units 234 further includes fotit half
precision ALU's 240A-240H, while register banks 242 
inclu~-four half-precision register banks 246A-746H. Vari- 50 

ous other combinations offull-precisionALU's 236A-236N, 
full-precision register banks 244A-244N, half-precision 
ALU's 240A-240N, and half-precision register blinks 246A-
246N may be used. 

In one aspect, sl!ader processor 206 may be capable of 55 
using thread scheduler 224 to selectively power down, or 
disable, one or more of full-precisionALU' s 236A-236N and 
oiie or more of full-precision register banks 244A-244N. In 
this aspect, althoµgh shader processor 206 includes various 
full-precision components (such as full-precision ALU's 60 

236A-236N and full-preci_s_ion register banks 244A-244N) 
within one or more integrated tjrcµits, it may save, or reduce, 
power consµmption by selectively powering down, or dis
abling, one or more of these full-precision cqIIJ.ponents when · 
they are not being used. For_ example, in certain scenarios, 65 

sl!aderprocessor206maydeterminethatoneormoreofthese 
compol!,eilts are not being used, given that various binary 

12 
instructioris that are loaded a:re to be executed by one or more 
ofhalf-precisionALU's 240A-i40N. Thus, in these types of 
scenarios, shader processor 206 may selectively power down, 
or disable, one or more of the full-precision components for 
power savings. Iii this manner, shader processor 206 may 
selectively power down or disable one or mo:re full-precision 
components on ::I dynamic ~sis as a function of the types and 
numbers of instructions beillg processed at a given time. 

In one aspect, shader processor 206 may also be capable of 
using thread scheduler 224 to selectively power down, or 
disable, cine or more ofhalf-precisionALU's 240A-240N and 
one cir more of half-precision register banks 246A-246N. In 
this aspect, shader processor 206 may save, or reduce, power 
consumption by selectively powering down, or disabling, one 
or more of these half-precision components when they are not 
being used or @t needed. 

Shader processor 206 may provide vario~ benefits and 
advantages. For example, shade!"processor 206 may provide 
a highly flexible and adaptive interface to satisfy different 
requirements for execution of mixed-precision instructions, 
such as full-precisiciri and half-precision instructions. Shader 
processor 206 may significantly reduce power consumption 
by avoiding unnecessary precision promotion during execu
tion of mixed-precision instructions. (Precision promotion 
may occur when shader processor 206 dynamically converts 
da~a from a lower precision fo~; such as a half-precision 
format, to a higher-precis_ion forma.t, such as a fu.1)-precision 
format. Precision promotion can require additional circuitry 
within shader processor 206, and also may cause shader core 
processes to expend additiorial clock cycles.) Because thread 
scheduler 224 is capable of recognizing data precisioris asso
ciated with binary instructions loaded from instruction cache 
230, thread scheduler 224 is capable of routing the instruction 
~ an appropriate execution unit within execution units 234 
for execution, such as full-p,:eci_sion ALU 236A or half-pre
cision ALU 240A. 

Shader processor 206 also may reduce overall register file 
size in register banks 242 and ALU size in execution units 234 
by utilizing fewer full-precision components and by instead 
utilizing more half-precision components ( e.g., ALU' s and 
register banks). In addition, shader processor 206 may 
increase overall system performance by increasing process
ing capacity. 

In view Qf the various potential benefits related to lower 
power consumption and increased performance, shader pro
cessor 206 may be used in various different types of systems 
or devices, such as wireless coIIimunications devices, digital 
camera devices, video recording or display devices, video 
game devices, cir other graphics and multimedia devices. 
Such devices may include a display to present graphicscpn
tent generated using shader processor 206. Iii one aspect, the 
precision flexibility offered by shader processor 206 allows it 
to be used with various devices, including multimedia 
devices, which may provide lower-precision calculatioris or 
have lower power requirements than certain other graphics 
applications. 

FIG. 3 is a flow diagram illustrating an exemplary method 
that may be performed by the shader processor 206 shown in 
FIGS. 2A-2B, according to cirie aspect. In this aspect, the 
exempl.aey method includes acts 300,302,303,306,308,310, 
and 312, and also includes a decision point 304. 

In act 300, shader processor 206 receives a binary graphics 
instruction and an indication of a data precision for execution 
of the instruction. For example, as previously described, 
thread scheduler 224 may load the instruction from instruc
tion cache 230 (FIG. 2B). In one a~ de.co.ding of the 
instruction, by thread scheduler 224, provides information as 
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to the data precision for execution of the instruction. For puter-readable instructions associated with the compiler soft-
example, the instruction may be a full-precision or a half- ware. I.ii.one aspect, theseoneormoreprocessorsmaybepart 
precision instruction. of, or implemented in, the application development platform 

In act 302, shader processor 206 receives graphics data used by application devtllopers. The compiled instructions 
associated with the binary instruction. For example, 5 may be stored on a computersreadable data storage medium 
sequencer 222 may receive vertex data from graphics vertex for retrieval and execution by one or more processors, such as 
application 2028, aiJ.d/ot may receive pixel data from graph- streaming processor 106 or shader processor 206. For. 
ics pixel application n202A. In certain scenarios, load control example, the disclosure contemplates a computer-readable 
unit 226 may also load graphics data associated with the data storage medium including one or more first executable 
instruction from cache memory system 210. In act 303, 10 instructions, one or more second executable instructions, and 
shader processor 206 furtherrec_eives a conversion instruction one or n;iC>re third executabl_e i,nstructjons. 
that, if executed, converts the graphics data associated with The first executable instructions, when executed by a pros 
the binluy instruction to the indicated data precision. cessor, may _support one or more functions of a graphics 

At decision point 304, shader processor 206 deter.mines application. In addition, each of the first executable instruc-
whether the instruction is a full-precision or a half-precision 15 tions may indicate a first data precision level for:its execution. 
instruction. As noted above, in one aspect, thread scheduler The second executable instructions, when executed by a pro-
224 may decode the instruction and determine whether it is a cessor, may support one or more functions of the graphics 
full-precision or half-pre¢ision instruction. application. In addition, tlllt:h of the second executable 

If the in$uction is a fuU-precision instruction, shader pro- instructions may indicate a second data precision level differ-
cessor 206, in act 306, converts, if necessary, any received 20 ent from the first data precision level for its execution. The 
graphics data from half- to full-precision for.mat. In certain third executable instructions, when executed by the proces-
cases, the received graphics data, as stored in cache memory sor, may also support one or more functions of the graphics 
system 210 or as processed from graphics application 202A application, wherein each of the third executable instructions 
or 2028, may have a half-precisfon for.mat. In this case, the converts graphics data from the second data precision level to 
graphics data is converted to a full-precision for.mat so that it 25 the first data pre.::ision level when the one or more first execut-
may be used during execution of the full-precision instruc- able instiµctions are executed 
tion. In one aspect, precision converter 228 of load control Compiler 402 may be capal:,le of compi,ling gi:aphics 11ppli-
unit 226 n;iay manage dat:a for.mat conversion when the cation instructions 400 into binary graphics instructions 404, 
received conversion instruction is executed by shaderproces- which are then capable of being executed by shader processor 
sor 206. In act 308, shader processor 206 selects a full-preci- 30 206. Shader processor 206 may retrieve such instructions 
sion unit, such as unit 236A (FIG. 2C), to execute the binary from a data storage media such a:s a memory or data storage 
instruction using the graphics data. device, and execute these instructions to per.form computa-

U: however, the instruction is a half-precision instruction, tions and other operations in support of a graphics applica-
shader processor, in act 310, converts, if necessary, any data tion. Several of graphics applications instructions 400 may 
from full- to half-precision fonnat. In one aspect, precision 35 specify a particular data precii,ion level for execution. For 
converter 228 IllllY manage dat11 fonnat conversion when the example, certain instructions may specify that they use full. 
received conversion instruction is executed by shaderproces- precision or half-precision operations or calculations. Com-
sor 206. In act 312, shader processor 206 theii selects a half- piler 402 may be configuredto apply niles 406 to analyze and 
precision unit, such as unit 240A (FIG. 2C) to execute the parse graphics applkation instructions 400 during the com-
binary instruction using the graphics data. 40 pilation process and generate corresponding binary instruc-

FIG.4 is a block diagram illustrating a compiler 402 that tions graphics 404 that indicate data precision levels for 
may be used to generate instructions to be executed by execution o_f instructions 404_. 
streaming processor 106 shown in FIG. 1 or by shader pro- Thus, ifone of graphics application ~tructioi:is 400 speci-
cessor 206 shownin FIGS. 2A-28, according to one aspect. In fies a full-precision operation or calculation, rules 406 of 
one example aspect, compiler 402 is used to generate instruc- 45 compiler402 may generate one or more ofbinafy instructions 
tions to be executed by shader processor 206. In this aspect, 404 that are full-precision instructions. If another one of 
application developers may use compiler 402 to generate graphics application instructions 400 specifies a half-preci-
binaty instructions (code) for. execution by shader processor sion operation or calculation, rules 406 generate one or more 
206. Shader processor 206 is' part of graphics device 200 ofbinary instructions 404 that are half-precision instructions. 
(FIG. 2A). Application develqpers may have access to an so In one aspect, binary instructions 404 each may include an 
application develqpment platform for use with graphics 'opcode' indicating whether the instruction is a full-precision 
device 200, and may create application-level software for or a half-precision instru:ctio.q.. In one aspect, binary instruc-
graphics pixel application 202A and/or graphics vertex appli- tions 404 each may indicate a data precision for execution of 
cation 2028. Such application-level software includes graph- the instruction using information contained vvithin another 
ics application instructions 400 shown in FIG. 4. Graphics 55 predefined field, flag; or hea~, of the in$u_ction that may be · 
appliC11tion instructions 400 may include instructions written decoded by shader processor 206. In one aspect, the data 
by high-level shading languages, compliant with or translat- precision Iliay be inferred based upon the type of instruction 
able to DirectX®, OpenGL®, OpenVG™, or other laiJ.- to be executed. 
guages. In one aspect, these shading languages define one or Compiler 402 also includes rules 408 that are capable of 
more standard API's that may be used for developing pro- 60 generating binary t:enversion instructions 410 that convert 
gramming code to per.form graphics operations. between different data precision levels. During compilation, 

Compiler 402 may be s:upported, at least in part, by com- these rules 408 of compiler 402 may determine that such 
piler software executed by a processor to receive and process conversion may be nece~ dining ex~qn of binary 
source code instructions and compile such instructions to instructions404.ForeJC!llilPle,rules408maygen~eoneor 
produce compiled instrut:tions (e.g.; in the form of binary, 65 more instructions within conversion instructions 410 that 
execuw,le m11(;hine instructions). Accordingly, compiler 402 convert data from a full-precision for.mat to a ~-precision, 
may be formed by one or more processors executing com- for.mat. This conversion may be required when shader pro-
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cessor 206 executes half-precision instructions within graph
ics instructions 404. Rll1es 408 may also generate one or more 
instructions within conversion instructions 410 that convert 
data from a half-precision to a full-precision format, which 
may be required when shader processor 206 executes full- 5 
precision instructions within graphics instructions 404. 

When rules 408 of compiler 402 generate conversion 
instructions 410, shader processor 206 may execute these 
conversion instructions 410 to manage datll precision conver
sion during eicecution of corresponding graphics instructions 10 

404, according to one aspect. In this aspect, execution of 
conversion instructions 410 manages such precision conver
sion, such that shader processor 206 need not necessarily use 
cettain hardware conversion mechanisms to convert data 
from one precision level to another. Conversion instructions 15 

410 may also allow more efficient data transfer to ALU's 
using different precision levels, such as to full-precision 
ALU's 236 and to half-precisionALU's240. 

Toe components and techniques described herein may be 
implemented in hardware, software, firmware, or any combi- 20 

nation thereof . .AJJ.y features described as modules or compo
nents may be implemented together in a:n integrated logic 
device or separately as discrete but interoperable logic 
devices. In various aspects, such components may be formed 
at least in part as one or more integrated circuit devices, which 25 
may be referred to co11ectively as an integrated circuit device, 
such as an integrated circuit chip or chipset. Such an inte
grated circuit device may be used in any of a. variety of 
graphics applications and devices. In some aspects, for 
example, such components :may form part of a mobile device, 30 

such as a wireless communication device handset. 
If implemented in software, the techniques maybe realized 

at least in part by a computer-readable medillm comprising 
instructions that, when executed by one or i;nore processors, 
performs one or more of the methods described above. The 35 

computer-readable me<lium may form part of a computer 
program product, which may include packaging materials. 
The computer-readable medium may comprise random 
access memory (RAM) such as synchronous dynamic ran
dom access memory (SDRAM), read-only memory (ROM), 40 

non-volatile random access memory (NVRAM), electrically 
erasable programmable read-only memory (EEPROM), 
FLAS_H memory, magnetic or optical data storage media. 

The techniques additionally, or alternatively, may be real
ized at least iii part by a computer-readable communication 45 

medium that carries o:r communicates code in the form of 
instructions or data structures and that can.be accessed, read, 
a.nd/or executed by one or more processors . .AJJ.y connection 
may be properly termed a computer-rea!la,ble medilllD._. For 
example, if the software is transmitted from a website, server, so 
or other remote source using a coaxial cable, fiber optic cable, 
twisted pair, digital subscriber line (DSL ), or wireless tech
nologies such as inftareg, radio, and microwave, then the 
coazjal cable, fiber optic cable, twisted pair, DSL, or wireless 
technologies such as infrared, radio, and microwave are 55 
included in the defiiiition of medium. Combinations of the 
above should also be included within the scope of computer
readable media. 

Any software that is utilized may be executed by one or 
more processors, such as one or more digi:t!l] signal proces- 60 
sors (DSP's), general purpose microprocessors, application 
speci1ic integrated circuits (ASIC's), field-programmable 
gate arrays (FPGA's), or other equivalent integrated or dis
crete logic circuitry.Accordingly, the terms "processor" or 
"controller; as used herein, may refer to any of the foregoing 65 

structures or ariy other structure suitable for implementation 
of the techniques descnbed herein. Hence, the disclosure also 

16 
contemplates any of a variety of integrated circuit devices that 
include circuitry to implement one at more of the techniques 
described in this disclosure. Such circuitry may be provided 
in a single integrated circuit ch,ip device or in multiple, 
interoperable integrated circuit chip devices. 

Various aspects of the disclosure have been described. 
These and other aspects are within the scope of the following 
claims. 

The invention claimed is: 
1. A method comprising: 
receiving a graphics instruction for execution within a pto

gninmlable streaming processor; 
receiving an indication of a data precision for execution of 

the graphics instruction, wherein the indication of the 
data precision is contained within the graphics instruc
tion, 'l'Vherein th1'l graphics instruction i_s IJ fi,rst execm
able instruction generated by a compil~ that compiles 
graphics application instructions; 

receiving a conversion instruction that, when executed by 
the programmable streaming processor, converts graph
ics data, associated with the graphic·s instruction, from a 
first data p~ision to converted graphics data having the 
indicated data precision, and wherein the conversion 
instruction is differllnt than the graphics instruction, 
wherein the conversion instruction is generated by the 
compiler; 

selecting one ofa plurality of execution milts within the 
processor based on the inclicated data precision; and 

using the selected execution unit to execute the graphics 
instruction with the indicated data precision using the 
converted graphics data associated with the graphics 
instruction. 

2. The method of claim 1, further comprising: 
receiving the graphics data associated with the graphics 

instruction; 
generating a computation result with the mclicated data 

precision during execution of the graphics instruction by 
the selected execution unit; and 

providing the computation re.suit as output. 
3. The method of claim 1, whtirein se]~g on_e of the 

plurality of execution units comprises: 
selecting one of a first set of one or more execution units 

within the processor that eiich execute instructions with 
the first data precision using the graphics data when the 
indicated data precision is the first data precision; and 

selecting one of a second set ofone or more execution units 
within the processor that each execute instructions with 
a second data precision usillg the graphics data when the 
indicated data precision is the second data precision, the 
second data precision being different than the first data 
precision. 

4. The method of claim 3, wherein the first data precision 
comprises a full data precision, and wherein the second data 
precision comprises a half data precision. 

s. The method of claim 1, wherein the execution units 
include a first set of o:ne or more execution units within the 
processor that each execute instructions with the first data 
precision using the graphics data, and further include a sec
ond set of one or more ex~on units within the pro~ssor 
that each execute instructio® with a second data precision 
different than the first data precision using th~ graphics data. 

6. The method of claim S, wherein: 
selecting one of the plurality of execution units within the 

processor based on the indicated data precision com, 
prises selecting one of the execution units in the first set; 
and 
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using the selected execut:ion unit to execute the graphics 
instruction comprises using the selected execution unit 
in the first set to execute the graphics instruction with the 
indicated data precision using the graphics data associ-
ated with the graphics instruction. s 

7. The method of claim 6, further comprising: 
receiving a second graphics instruction for execution 

within the processor; 
receiving an indication of the secm,1d data precision for 

execution of the second graphics instruction; 10 

rec.eiving a second conversion instruction that, when 
· executed by the processor, converts graphics data asso
ciated with the second graphics instruction to the mdi
cated second data precision, the second conversion 15 
instruction being different than the second graphics 
instruction; 

selecting one of the execution units in the second set based 
on the indicated second data precision; and 

using the selected execution unit in the second set to 20 

execute the second graphics instruction with the indi
cated second data precision using the graphics data asso
ciated with the second graphics instruction. 

8. The method of claim 1, wherein receiving the indication 
of the data precision for exec).ltion of the graphics instruction 25 
comprises decoding the graphi<:s instru<:tion to determine 1:he 
data precisio,n. 

9. The method of claim 1, wherein the graphics data asso0 

ciated with the graphics instruction comprises at least one of 
vertex graphics data and.pixel graphics data. 30 

10. A non-transitory computer-readable storage medium 
comprising instructions for causing a programmable stream
ing processor to: 

receive a graphics instruction for execution within the pro-
gi:amm.able streamip.g processor; 3_5 

receive an indication of a data precision for execution of the 
graphics instruction, wherein the indication of the data 
precision is cciiitained within the graphics instruction, 
wherein the graphics instruction is a first executable 
instruction generated by a compiler that compiles graph- 40 

ics application instructions; 
receive a convt:lrsion instruction that, when executed by the 

processor, converts graphics data, associated with the 
graphics instruction, from a first data precision to con
verted graphics data having the indicated data pree1sion, 45 

and wherein the conversion instruction is different than 
the graphics instruction, wherein the conversion instruc
ticiri is generated by the compiler; 

select one of a plurality of execution units within the pro-
cessor based on the indicated data precision; and so 

use the selected execution unit to execute the graphics 
instruction with the indicated data precision using the 
converted graphics data associated with the graphics 
instruction. 

ll. The non,-transi~ory cqmputer-read$le !ltorage medium 55 
of claim 10, further comprising instructions for causing the 
processor to: 

receive the · graphics data associated with the graphics 
instruction; 

generate a computation result with the indicated data pre- 60 
cision during execµtionofthe graphics instruction by the 
selected execution unit; and 

provide the co01putation result as outpu_t. 
12. The non-transi~ory computer-readable storage mt:rlium 

of claim 10, wherein the i.n,structions for causing the proces- 65 
sor to select one of the plurality of execution units comprise 
instruc_tions for causing the processor to: 

18 
select one of a first set of one or more execution units within 

the processor that each execute instructions with the first 
data precision using the graphics data when the indi
cated data precision is the first data precision; and 

select one of a second set of one or more execution units 
within the processor that each execute instructions with 
a second data precision using the graphics data when the 
indicated data precision is the second data precision, the 
second data precision being different than the first data 
precision. 

13. The non-transitory computer-readable storage medium 
of claim 12, wherein the first data precision comprises a full 
data precision, and wherein the second data precision com
prises a half data precision. 

14. The non-transitory computer-readable storage medium 
of claim 10, wherein the execution units include a first set of 
one or more execution units within the pro<:essor tha~ each 
execute instructions with the first data precision using the 
graphics data, and further include a second set of one or more 
execution units within the processor that each execute 
instructions with. a second data precision different than the 
first data precision using the graphics da--(a. 

1S. The non-transitory computer-readable storage medium 
of claim 14, wherein: 

the instructions for callSing the processor to select one of 
the plurality of execution units within the proc~ssor 
based on the indicated data precision comprise instruc
tions for causing the processor.to select one of the execu
tion units in the first set; and 

the instructions for causing the processor to use the 
selected execution unit to execute the instruction com
prise instructions for causing the procei;sor to use the 
selected execution unit in the first set to execute the 
graphics instruction with the indicated data precision 
using the graphics data associated with the graphics 
instruction. 

16. The non-transitory computer-readable storage mediili:n 
of claim 1S, further comprising instructions for causing the 
processor to: 

receive a second graphics instruction for execution within 
the processor; 

receive an indication of the second CU1ta precision for 
execution of the second graphics instruction; 

receive a second conversion instruction that, when 
executed by the processor, converts graphics data asso
ciated with the second graphics instruction to the indl
cated second data precision, the second conversion 
instruction being different than the second graphics 
instruction; 

select cine of the execution units in the second set based on 
the indicated second data precision; and 

use the selected execution unit in the ~nd set to execute 
the second graphics instruction with the indi<:ated sec
ond data precision using the graphics data associated 
with the second graphics instruction. 

17. The non-transitory computer-readable storage Iriedium 
of claim 10, wherein the instructions for causing the proces
sorto receive the indication of the data precision for execution 
of the graphics instruction comprise instructions for causing 
the processor to decode the graphics instruction to determine 
the data precision. 

18. The non-transitory comp~r-readable storage medium· 
of claim 10, wherein the graphics data asso.ciated with the 
graphics instruction comprises a~ least one of vertex graphics 
data and p~~l graphics data. 
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19. A device comprising: 
a controller configured to receive a graphics instruction fot 

exteCUtion within a programmable streaming proces·sor, 
wherein the indication of the data precision is contained 
within the graphics instruction and wherein the graphlcs 5 

instructiqn is a first executable instruction generated by 
a compiler tha): compiles graphics application instruc
tions, to receive an indication of a data precision for 
execution of the graphics instruction, and to receive a 
conversion instruction that, when executed by the pro- 10 

grammable streaming processor, converts graphics data 
associated, with the graphics mstruction, from a first 
da1:a precision to converted graphics data having a sec
ond data precision, wherein the conversion instruction is 15 
different than t):Le grl!])hics instruction and wherein the 
conversion instruction is gen~ by the compiler; and 

a plurality of execution units within the processor, 
wherein the controller is configured to select one of the 

execution units based on the indicated data precision and 20 

cause the selected execution unit to execute the graphics 
instruction with the indicated data precision using the 
converted graphics data associated with the graphics 
instruction. 

20. The device of claim 19, wherein the plurality of execu- 25 
tion units includes a first execution unit configured to execute 
instructions with the indicated data precision and a second 
execution unjJ configured to execute instructions with a sec
ond da1:a precision that is different from the indicated data 
precision, and wherein the controller is configured to select 30 

the first execution unit to execute the graphics instruction 
with the indicated data precision using the graphics data. 

20 
29. A device comprising: 
mellllS for receiving a graphics instruction for execution 

within a programmable streaming processor; 
mellllS for receiving an indication of a da1:a precision for 

execution of the graphics instruction, w~ the indi
cation of the data precision is contained witlrln the 
graphlcs instruction, wherein the graphics instruction is 
a first executable instruction generated by a compiler 
that compiles graphics application instructions; 

means for receiving a conversion instruction that, when 
executed by the programmable streaming processor, 
converts graphics daJa associated, with the graphics 
instruction, from a first data precision to converted 
graphics data having the indicated data precision, and 
wherein the conversion instruction is different than the 
graphics instruction, wherein the conversion instruction 
is generated by the compiler; 

means for selecting one of a plurality of execution units 
witl:!in the processor based on the indicated data preci
sion; arui 

means for using the selected execution unit to execute the 
graphics instruction with the indiGated data preci_sion 
using the .converted graphics data associated with the 
graphics instruction. 

30. The device of claim 29, further-comprising: 
means for receiving the graphics data associated with the 

graphics instruction; 
meal).S for generating a computation result with the indi

cated data precision during ~tion of the graphics 
instruction by the selected execution unit; and 

means for providing the computation result as output. 
21. The device of claim 19, wherein the plurality of execu

tion units includes one or more full-precision execution units 
and at leastfour half-precision execution units. 

31. Thedeviceofclaim29, wherein themean:s for selecting 

35 
one of the plurality of execution units comprises: 

means for selecting one of a first set of one ot more execu
tion units within the processor that each execute instruc
tions with the first d$ precision using the graphics data 
when the indit:ated data precisiq11 is 1;he first data preci
sion; and 

22. The device of claim 21, wherein when the indicated 
data precision for el!,ecution of the graphics instruction com
prises a full precision, the controller is configured to select 
one of the full-precision execution units to execute the graph-
ics instruction using the graphics data 40 

23. The device of claim 21, wherein when the indicated 
data precision for execution of the graphics insW<::tiol). com
prises a half precision, the controller is configured to select 
on:e of the half-precision ~tion l!JlltS to execute the graph
ics instruction using the graphics data. 

24. The device of claim 21, further comprising: 
at least one full-precision register bank to<store computa

tion.results when: the at least one full-precision execution 
unit executes instructions; and 

45 

at least four half-precision regist€:l" banks to store compu- so 
tationresul~ whe!J. the at least four half-precision execu
tion units execilte instructions. 

25. The device of claim 19, wherein the plurality of exec:u
tion units includes at least one full-precision execution unit 
and at least one half-precision execution unit, and wherein 55 

when the indicated da1:a precision for execution of the graph-
ics instruction comprises a half precision, the controller is 
configured to shut down power to the at least one full-preci
sion execirtion unit and cause the at least one half-precision 
execution unit to execute the graphics instruction using the 60 

graphics data. 
26. The device of claim 19, wherein the processor com

prises a shader processor. 
27. The device of claim 19, wherein the device comprises 

a wireless communication device hands~. 
28. The device of claim 19, wherein the device comprises 

one or more integrated circuit devices. 

65 

means fot selecting one of a second set of one or more 
execution units within the processor that each execute 
instructions with a second data precision using the 
graphics data when the indicated data precision is the 
second data precision, the sec.and data precision being 
different than the first data precision. 

32. The device of claim 31, whereill the first data precision 
comprises a fu_ll data preci_sion, and wherein the second data 
precision comprises a half data precision. 

33. The device of claim 29, wherein the execution units 
inclilde a fust set of one or more execution units within the 
processor that each execute instructions with· the first data 
pre1;ision using the graphics data, ~ further 4',clude a sec
ond set of one or more execution units within the processor 
that each execute instructions with a second data precision 
different than the first data precision using the graphics data. 

34. The device of claim 33, wherein: 
the means for selecting one of the plurality of execution, 

units within the processor based on the indicated data 
precision comprises means for selecting one of the 
execution units in the first set; and 

the means fqr us4',g the selected execution unit to execute 
the graphics instruction comprises means for using the 
selected execution unit in the first set to execute the 
graphics instruction with the indJ.cated data precision 
using the graphics data associated with the graphics 
instruction. 
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35. The device of claim 34, further comprising: 
m:eans for receiving a second graphics instruction for 

execution withm the processor; 
means for receiving an indication of the second data 

precision for execution of the second graphics 5 

instruction; 
means .for receiving a second conversion instructiC>n that, 

when executed by the processor, converts graphics data 
associated with the second graphics instruction to the 
indicated second data precision, the second conversion 

10 

instruction being different than the second graphics 
instruction; 

means for selecting one of the execution units in the second 
set based on the indicated second data precision; and 15 

means for using the selected execution unit in the second 
set to execute the second graphics instruction with the 
indicated second data precision using the graphics data 
associated with the second graphics instruction. 

36. The device of cl_a_iin 29, wherein the means for receiv- 20 

ing the indication of the data precision for execution of the 
graphics instruction comprises means for decoding the graph-
ics instruction to detemrine the data precision. 

37. The device of cia4n 29, wherein the graphics data 
associ_ated wi~ th,e graphics instruction comprises at least 2s 
one of vertex graphics data and pixel graphics data. 

38. A device comprising: 
a programmable streaming processor; and 

22 
41. The device of claim 38, wherein the plurality of execu

tion units includes one or more full-precision exectl):i9n unit_s 
and at least four half-precision execution units. 

42. Th!' device of claim 41, wherein when the indicated 
data precision for execution of the graphics instruction com
prises a full precision, the controller is configured to s~lec:t 
one of the full-precision execution units to ex~te the graph
ics instruction using the graphics data. 

43. The device of claim 41, wherein when the indicated 
data preci~on for execution of the graphics instruction com-. 
prises a half precision, the controller is. con.figured to select 
one of the half-precision execution units to execute the graph-
ics instruction using the graphics data. 

44. The device of cJaim 41, wherein the processor further 
comprises: 

at least one full-precision register bank to store-computa
tion results when the at least one full-precision execution 
unit exec)ltes instructions; and 

at least four half-precision register banks to s~re compu
tation results when the at least four half-precision execu
tion units execute instructions. 

45. The device of claim 38, wherein the plurality of execu-
tion units includes at least one full-precision execution unit 
and at least one half-precision execution unit, and wherein 
when the indicated data precision for execution of the graph
ics instruction comprises a half precision, the controller i_s 
configured to shut down power to the at least one full-precis 
sion execution unit and cause t:J:ie l!t least one half-precision 
execution unit to ex¢ute the graphics instruction using the at least one memory module coupled to the programmable 

streaming processor, 30 graphics data. 
wherein the programmable streaming proc~sor com

prises: 
a controller configured to receive a graphics instruction 

forllltecution from the at least one memory module, to 
receive an indication of a data precision for execution 3S 

of the graphics instruction, wherein the mdication of 
the data precision is contained within the graphics 
instruction and wherein the graphics instruction is a 
first executable instruction generated by a compiler 
that compiles graphics application instructions, and to 40 

receive a conversion instruction that, when exec11ted 
by the processor; converts graplrlcs data, associated 
with the graphics instructiC>n, to converted graphics 
data, wherein the graphics data has a first data preci
sion and the converted graphics data has the indicated 4S 

data precision, and wherein the conversion instruction 
is different than the graphics instruction and wherein 
the conversion instruction is generated by the com
piler; and 

a plurajjty C>f execution units that are configured to so 
execute instructions, 

wherein the controller is con.figured to Select one of the 
execution units based on the indicated data precision 
and cause the selected execution unit to execute the 
graphics instruction wi~ the indicated data precision ss 
using the converted graphics data associated with the 
graphics instruction. 

39. The device of claim 38, further comprising at least one 
graphics engine coupled to the processor. 

40. The device of claim 38, wherein the plurality of execu- 60 

tion units includes a first execution unit con.figured to execute 
instructions with the indicated data precision and a second 
execution unit con.figured to execute instructions with a sec
ond data precision th,at is different from the indicated data 
precision, and wherein the controller is con.figured to select 65 

the first execution unit to execute the graphics instruction 
with the indicated data precision using the graphics data. 

46. The device of claim 38, wherein the processor com
prises a shader processor. 

47. The device of claim 38, wherein the device comprises 
a wireless communication device handset. 

48. The device of claim 38, wherein the device comprises 
one or more integrated circ:uit devices. 

49. A method, comprising: 
analyzing, by a compili=r exectl):ed by a processor, a plural

ity of appH~ation instructions for a graphics application; 
for each application instruction that specifies a first data 

precision level for its execution, generating, by the com
piler, one or more corresponding compiled instructions 
that each indicate the first data precision level for its 
execution, wherein the first precision level comprises a 
full data precision level; and 

generating, by the compiler, one or more conversion 
instructions to convert graphics data from a secon<i, 
different data precision level to the first data precision 
level when the one or more compiled instructions are 
executed. 

SO. The method of claim 49, wherein the second data 
precision level comprises a half da:ta precision level. 

51. The method of claim 49, wherein genera~ the one or 
more compiled instructions comprises generating one or 
more compiled instructions that each indicate a full data 
precision level when a corresponding application instruction 
specifies the full data precision level for its execution. 

52. The method of claim 49, wherein generating the one or 
more compiled instructions comprises generating one or 
more compiled instructions that each ind,icate a half data 
precision level when a coITeSponding application instruction 
specifies the half data precision level for its execution. 

53. The method of claim 49, wherein the one or more 
compiled instructions each include a predefiiled field that 
includes information indicating the first data precision level 
when the coITeSponding application instruction specifies the 
first data precision level for its execution. 
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S4. The method of claim 49, further comprising storing the 
one or more compiled instructions in memory for subsequent 
~ecution. 

24 
precision level to the first data precision level when the 
one or more compiled instructions are executed. 

62. The apparatus of claim 61, wherein the second data 
precision level comprises a half data precision level. 55. A non-transitory computer-readable storage medium 

comprising instructions for causing a processor to: 
analyze, by a compiler executed by tll.e processor, a plural

ity of ~ppHcation instructions for a graphics application; 

5 63. The apparatus of claim 61, wherein the means for 

for each application instruction that specifies a first data 
precision level for its execution:, generate, by the com
piler, one or more corresponding compiled instructions 10 

that each indicate the first data precision level for its 
execution:, wherein the first precision level comprises a 
full data precision level; and 

gt?Ilerating the one or more compiled instructions comprises 
means for generat:ing the one or more compiled instructions 
that each indicate a full data precision level when a corre-
sponding graphics application instruction specifies the full 
data precision level for its execution. 

64. The apparatus of claim 61, wherein the means for 
generating the one or more compiled instructions comprises 
means for generating the one or iilcire compiled.instructions 
$It each indicate a half data precision level when a corre
sponding graphi(:S appljc;ation instruction specifies the half 
data precision level for its execution. 

generate, by the compiler, one or more conversion instruc
tions to convert graphics data froDJ. a~econ:d, different 15 

data precision level to the first data precision level when 
the one or i;nore compiled instructions are execilted. 

65. The apparatus of claim 61, wherein the one or more 
compiled instructions each include a predefined field that 

20 includes information mdicating the first data precision levei 
when the corresponding graphics application instruction 
specif:ies the first data precision level for its execution. 

56. The non-trans_itory computer-readable storage medium 
of claim 55, wherein the second data precision level com
prises a half data precision level. 

57. The rion-transitory computer-readable storage medium 
of claim SS, wherein the instructions for causing the proces
sor to generate the one or more compiled instru(:tions com
prise instructions for causing the processor to geni,rate the 
one or more compiled instructions that each indicate a full 25 

data precision level when a corresponding application 
instructiqn, specifies the full data precision level for its execu
tion. 

58. The non-transitory computer-readable storage medium 
of claim SS, wherein the instructions for causing the proces- 30 

sor to geru:rate the one or more compiled instructions com
prise instructions for causing the prccessor to generate the 
one or m:ore compiled instructions that each indicate a half 
data precision level when a corre~onding .. applicati'an 
instruction specifies the half data precision level for its execil- 35 

tion. 
59. The non-transitory computer-readable storage medium 

of claim 55, wherein the cine or more compiled instructions 
each include a predefined field that includes information indi
cating the first data precision level when the corresponding 40 

application instruction specifies the first data precision level 
for its execution. 

60. The non-transitory comput4er-readable storage medium 
of claim SS; further coDJ.p~i!J_g instructiqns for causing the 
processor to store the one or more compiled instructions in 45 

memory for subsequent execution. 
61. An apparatus comprising: 
m~. fo~ analyzing a plui'ality cif graphics application 

mstructtons; 
for ea.ch graphics application instruction that specifies a 50 

first data precision level for its execution, means for 
generating one or more corresponding compiled instruc
tions that each indicate the first data precision level for 

66. The apparat_us of clai.m 61, further comprising means 
for storing the one or more compiled instructions in memory 
for subsequent execution. 

67. A lion-transitory computer-readable data storage 
medium comprising: 

one or more first executable mstructions generated by a 
compiler, wherein the one or more first executable 
instructions, when executed by a programmable stream
ing processor, support one or more functions of a graph
ics application, wherein each of the first executable 
instructions indicates a first data pr~ision level for its 
execiltion; · 

cine ormore second executable instructions generated by a 
compiler, wherein the one or more second executable 
instructions, when executed by the programmable 
streaming processor, suppo.rt one or more functions of 
the graphics appl_ication, wherein each of the second 
executable instructions indicates a second data precision 
level different from the first data precision level for its 
execution:, wherein the first precision level comprises a 
full data precision level; and 

one or more third executable instructions generated by a 
compiler, wherein the one or more third executable 
instructions, when exec:uted by the programmable 
streaming processor, suppqrt Oll.e or more functions of 
the graphics application,, wh4erein each of the third 
executable instructions converts graphics data from the 
second data precision level to the first data precision 
level when the one or more first executable instructions 
are executed by a programmable stream.ing p_rocessor. 

68. Toe non-tran,sitory computer-readable data storage its execution, wherein the first precision level compri84es 
a full data precision level; and 

means for gef!erating one or more conversion instructions 
to convert graphics data from a second, different data 

55 
medium of claim 67, and wherein the second data precision 
level comprises a half data precision level. 

.... .. .. .. 
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LOW-VOLTAGE POWER-EFFICIENT 
ENVEWPE TRACKER 

BACKGROUND 

I. Field 
Toe present disclosure relates generally to electronics, and 

more specifically to techniques for generating a power supply 
for an amplifier and/or other circuits. 

II. Background 
In a communication system, a transmitter may process 

2 
switching signal to charge and discharge an inductor provid
ing a supply current. The switcher may add an offset to the 
input current to gene@te ~ larger supply current than without 
the offset Toe apparatus may further include an envelope 

5 amplifier, a boost converter, and a power amplifier, which 
may operate as described above. 

10 

Various aspects and features of the disclosure are described 
in further detail below. 

BRIEF DESCRIPTION OF THE DRAWINGS 

( e.g., encode and modulate) data to generate output samples. FIG. l shows a block diagram of a wireless communication 
The transmitter may further condition ( e.g., convert to analog, device. 
filter, frequency upconvert, and amplify) the output samples FIGS. 2A, 2B and 2C show diagrams of operating a power 
to generate an output radio frequency (RF) signal. The trans- 15 amplifier based on a battery voltage, an average power 
mi~r nµy then tr.lnsmit the output RF signal via a commu- tracker, and an envelope tracker, respectively. 
nication channel to a receiver. The receiver may receive the FIG. 3 shows a schematic diagram of a switcher a:nd an 
transmitted RF signal and perform the complementary pro- envelope amplifier. 
cessing on the received RF signal to recover the transmitted FIGS .. 4A, 4B and 4C show plot,s of PA supply current and 
data. 20 inductor current versus time for differentsupply voltages for 

The transmitter typically includes a power amplifier (PA) the switcher and the envelope amplifier. 
to provide high transmit power for the output RF signal. The FIG. 5 shows a schematic diagram ofa switcherwiQi offset 
power amplifier should be able to provide high output power in a current sensing path. 
and have high power-added efficiency (PAE). Furthermore, FIG. 6 shows a schematic diagram of a boost converter. 
the power amplifier may be required to have good perfor- 25 

mance and high PAE even with a low battery voltage. 

SUMMARY 

DETAILED DESCRIPTION 

The word "exemplary'' is used herein to mean "serving as 
an example, instance, or illustration." Any design descn"bed 

Techniques for efficiently generaiing a power supply for a 30 herein as "exemplary" is not necessarily to be construed as 
power amplifier and/or other circuits are described herein. In preferred or advantageous over other designs. 
one exemplary design, a:n apparatus ( e.g., an integrated cir- Techniques for generating a power supply for an amplifier 
cuit, a wireless device, a circuit module, etc.) n;iay include an and/or other circuits are described herein. The techniques 
envelope amplifier and a boost converter. The boost converter may be used for various types of amplifiers such as power 
may receive a first supply voltage ( e.g., a battery voltage) and 35 amplifiers, driver ampiifiers, etc. The techniques may also be 
generate a boosted supply voltage having a higher voltage used for various electronic devices such as wireless commu-
than the first supply voltage. The envelope amplifier may nication devices, cellular phones, personal digital assistants 
receive an envelope signal and the boosted supply voltage and (PDAs ), handheld devices, wireless modems, laptop comput-
may generate a second supply voltage based on the envelope ers, cordless phones, ~luetooth dev;ices, consumer electronic 
signal and the boosted supply voltage. The apparatus may 40 devices; etc. For clarity, the use ofthetechniques to generate 
further include a power amplifier, which may operate based a power supply for a power amplifier in a wireless commu-
on the second supply voltage from the envelope amplifier. In nication device is described below. 
one design. the envelope amplifier may further receive the FIG. 1 shows a block diagr.u;n of a design of a wireless 
first supply voltage andJJ¥3y generate the second supply volt- communication device 100. For clarity, only a transmitter 
age based on either the first supply voltage or the boosted 45 portion of wireless device 100 is shown in FIG. 1, and a 
supply voltage. For example, the envelope amplifier may receiver portion is not shown. Within wrreless device 100, a 
generate the second supply voltage (i) based on the boosted data processor 110 may receive data to be tr.1nsmitted, pro-
supply voltage if the envelope signal e.xceeds a first threshold cess (e.g., encode, interl~e, and symbol map) the data, and 
~or if the first SIJPply voltage is below a second threshold provide data symbols. Data processor 110 may also process 
or (ii) based on the first supply voltage otherwise. 50 pilot and provide pilot symbols. Data processor 110 may also 

In.another exemplary design, an apparatus may include a process the data symbols and pilot symbols fqr code division 
switcher, an envelope amplifier, and a power amplifier. The multiple access (CDMA), time division iµuJtjple access 
switcher may receive a first supply voltage (e.g., a battery (TOMA), frequ~cy division multiple access (FDMA), 
voltage) and provide a first supply curreni. The envelope orthogonal FDMA (OFDMA), single-carrier FDMA (SC-
~plifier may receive an envelope signal and provide a sec- 55 FDMA), and/or some other multiplexing scheme and may 
ond supply current based on the envelope signal. The power provide output symbols. 
amplifier may receive a total supply current comprising the A modulator 112 may receive the output syi:nbols from data 
first supply curre.i:J.t and the second supply current The first processor 110, perform quadratµre modulation, polar modu-
supply current ~y include direct current (DC) and low fie- lation, or some other type of modulation, and provide output 
quency components. The second supply current may include 60 samples. Modulator 112 may also determine the envelope of 
higher frequency components. The apparatus may further the output saII1ples, e.g., by computing the magnitude of each 
include a boost converter, which may receive the first supply output sample and averaging the magnitude across output 
voltage and provide a boosted supply voltage. The envelope samples. Modulator 112 may provide an envelope signal 
amplifier may then operate based on either the first supply indicative of the envelope of the output samples. 
voltage or the boosted supply voltage. 65 An RF transmitter 120 may process ( e.g., convert to ana-

In yet another exemplary design, an apparatus may include log, amplify, filter, and frequency upconvert) the output 
a switcher that may sense an input current and generate a samples from modulator 112 and provide an input RF signal 
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3 
(RFig.).A power amplifier (PA) 130 may amplify the input RF 
signal to obtain the desired output power level and provide an 
output RF signal (RFout), which may be transmitted via an 
antenna (not shown in FIG. 1). RF ~mitter 120 may also 
include circuits to genera~ the envelope signal, instead of 5 
using modulator 112 to generate the envelope signal. 

A PA supply generator 150 may receive the envelope signal 
from modulator 112 and ma:y generate a powe:rsupply voltage 
(Vpa) for power amplifier 130. PA supply generator 150 may 
also be referred to a.s an envelope tracker. In the design shown 10 

in FIG. 1, PA supply generator 150 includes a switcher 160, 
an envelope amplifier (Env Amp) 170, a boost converter 180, 
and an inductor 162. Switcher 160 may also be referred to as 
a switching-mode power supply (SMPS). Switcher 160 
receives a battery voltage (Vbat) a:nd provides a first supply 15 

current (Iind) comprising DC and low frequency components 
at node A. Indµctor 162 stores current from switcher 160 and 
provides the stored current to node A on alternating cycles. 
Boost converter 180 receives the Vbat voltage and generates 
a boosted supply vol~ge (Vboost) that is high~rthan the Vbat 20 

voltage. Envelope amplifier 170 receives the envelope signal 
at its signal input, receives the Vbat voltage and the Vboost 
voltage at its two power supply inputs, and provides a second 
supply current (Iei;i.v) co,mprising i:J.igh :frequency components 
at node A. The PA supply current (Ipa) provided to power 25 

amplifier 130 includes the lind cu:rrent from switcher 160 and 
the Ienv current from envelope amplifier 170. Envelope 
amplifier 170 also provides the proper PA supply voltage 
(Vpa) at NodeAforpower amplifier 130. The various circuits 
in PA supply generator 150 are described in further detail 30 

below. 
A controller 140 may control the operation of various units 

within wireless device 100. A memory 142 may store pro
gram codes and data for controller 140 and/or other units 
within wireless device 100. Datil processor 110, modulator 35 

112, controller 140, and memory 142 may be implemented on 
one or more application specific integrated circuits (ASICs) 
and/or other !Cs. 

FIG. I shows anexeill.plary design of wireless device 100. 

4 
FIG. 2A shows a diagram of using a battery voltage for a 

power amplifier 210. The RFout signal (which follows the 
RFin signal) has a time-varying envelope and is shown by a 
plot 250. The battery voltage is sl:J.own by a plot 260 and i_s 
higher than the largest amplitude of the envelope in order to 
avoid clipping of the RF out signal from power amplifier 210. 
The difference between the battery voltage and the envelope 
of the RFout signal represents wasted power that is dissipated 
by power amplifier 210 instead of delivered to an output lm1d. 

FIG. 28 shows a diagram of generating a PA sµpply voltage 
(Vpa) for power amplifier 210 with an average power tracker 
(APT) 220. APT 220 receives a power control signal indicat
ing the largest amplitude of the envelope of the RFout signal 
in.each time interval. APT 220 generates the PA supply volt
age (which is shown by a plot 270) for power amplifier 210 
based on the power control signal. The difference between the 
PA supply voltage and the envelope of the RF out signal rep
resents wasted power. APT 220 can reduce wasted power 
since it ca:n generate the PA supply voltage to track the largest 
amplitude oftlte envelope in each time interval. 

FIG. 2C shows a diagram of generating a PA supply voltage 
for power amplifier 210 with an envelope tracker 230. Enve
lope tracker 230 receives an envelope signal indicative of the 
envelope of the RFout signal and generates the PA supply 
voltage (which is shown by a plot 280) for power amplifier 
210 based on the envelope signal. the PA supply voltage 
closely tracks the envelope of t:he RFou~ signal over time. 
Hence, the difference between the PA supply voltage and the 
envelope of the RF out signal is small, which results in less 
wasted power. The power amplifier is operated in saturation 
for all envelope amplitudes in order to maximize PA effi-
ciency. 

PA supply generator 150 in FIG. I can implement envelope 
tracker 23.0 in FIG. 2C with high efficiency. This is achieved 
by a combination of (i) an efficient switcher 160 t<;> generate a 
first supply current (Iind) with a switch.mode power supply 
and (ii) a linear envelope ilfnplifier 170 to generate a second 
supply current (Ienv). 

FIG. 3 shows a schematic diagram ofa switcher 160a and 
an envelope amplifier 170a, which are one design of switcher 
160 and envelope amplifier 170, respectively, in FIG. 1. 
Within envelope amplifier 170a, an operational amp_l_ifier ( ops 
amp) 310 has its non-inverting input receiving the envelope 
signal, its inverting input coupled to an output of envelope 

Wireless device 100 may also be implemented in other man- 40 

ners and may include different circuits than those shown in 
FIG. I. All ora portion ofRF transmitter 120, power amplifier 
130, and PA supply generator 150 may be implemented on 
one or more analog integrated circuits (!Cs), RF !Cs (RFICs ), 
mixed-signal !Cs, etc. 

It may be desirable to operate wireless device 100 with a 
low battery vol~ge in order to reduce power consumption, 
extend.battery life, and/or obtain other advantages: New bat
tery technology may be able to proVIde energy down to 2.5 
volts (V) and below in the neat future. However, a power 50 

amplifier may need to operate with a PA supply voltage ( e.g., 
3.2V) that is higher tha.n the baijery voltage. A boost converter 
may be used to boost the battery voltage to generate the higher 
PA supply voltage. However, the use of the boost converter to 
directly supply the PA supply voltage may increase cost and 55 
power consumption, both ofwhich are undesirable. 

45 amplifier 170a (which is node E), and its output coupled to an 
input of a cµiss AB driver 312. Driver 312 has its first output 
(Rl) coupled to the gate ofa P-channel metal oxide semicon
ductor (PMOS) transistor 314 and its second output (R2) 

fA supply generator 150 can efficiently generate the PA 
supply voltage with envelope tracking to avoid the disadvan
tages of using a boost converter to directly provide the PA 
supply voltage. Switch~r 160 lllily provide the bulk of the 60 

power for power amplifier 130 and may be connected directly 
to the battery voltage. Boost converter 180 may provide 
power to only envelope amplifier 170. PA supply generator 
150 can generate the PA supply voltage to track the envelope 
of the RFin signal provided to power amplifier 130, so that 65 
just the proper amount of PA supply voltage is supplied to 
power amplifier 130. 

coupled to the gate ofan N'-Channel MOS (NMOS) transistor 
316. NMOS transistor316 has its drain coupled to node E and 
its source coupled to circuit groung., PMOS transistor 314 has 
its drain coupled to node E and its source coupled to the drains 
of PMOS transistors 318 and.320. PMOS transistor 318 has 
its gate receiving a Cl control signal and its sourt:e receiving 
the Vboost voltage. PMOS trarlsistor 320 has its gate receiv
ing a Cl control signal and its source receivil!g th.e Vbat 
voltage. 

A current sensor 164 is coupled between node E and node 
A and senses the Ienv cilftent provided by envelope amplifier 
170a. Sensor 164 passes most of the Ienv current to node A 
and provides a small sensed current (!sen) to switcher 160a. 
The !sen current is a small fraction of the Ienv current from 
envelope amplifier 170a. 

Within switcher 160a, a current sense amplifier 330 has its 
input coupled to current sensor 164 and its output coupled to 
an input of a switcher driver 332. Driver 332 has its first 
output (Sl) coupled to the gate of a PMOS transistor 334 and 
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5 6 
its second output (S2) coupled to the gate of an NMOS tran- control signal. In one design, generator l!>O generates the Cl 
sistor 336. NMOS transistor 336 has its drain coupled to an and C2 control signals to select the Vboost voltage for enve-
output of switcher 160a (which i_s node B) and its source lope amplifierl 70 when the magnitude of the envelope signal 
coupled to circuit gro:und. PMOS transistor 334 has its drain exceeds a first threshold. The first threshold may be a fixed 
coupled to node B and its source receiving the Vbat voltage. 5 threshold or may be determined based on the Vbat voltage. In 
Inductor 162 is coupled between nodes A and B. another design, generator 190 generates the Cl and C2 con-

Switcher 160a operates as follows. Switcher 160a is in an trol signals to select the Vboost voltage for envelope amplifier 
On state when current sensotl 64 senses a high output current 170 when the magnitude of the envelope signal exceeds the 
from envelope amplifier 17011 and provides a low sensed first threshold and the Vbat voltage is below a second thresh-
voltage to driver 332. Driver 332 then provides a low voltage 10 old. Generator 190 may also generate the Cl and C2 signals 
to the gate of PMOS transistor 334 and a low voltage to the based on other signals, other voltages, and/or other criteria. 
gate ofNMOS transistor 336. PMOS transistor 334 is turned FIG. 3 shows an exemplary design of switcher 160 and 
on and couples the Vbat voltage to inductor 162, which stores envelope amplifier 170 in FIG. 1. Switcher 160 and envelope 
energy from the Vbat voltage. The current through inductor amplifier 170 may also be implemented in other manners. For 
162 rises during the On state, with the rate of the rise being 15 example, envelope amplifier 170 may be implemented as 
dependent on (i) the difference between the Vbat voltage and described in U.S. Pat. No. 6,300,826, entitled "Apparatus and 
the Vpa voltage at node A and (ii) the inductance of inductor M:ethod for Efficien~y Amplifying Wideband Envelope Sig-
162. Conversely, switcher160aisinan0ffstatewhencurrent nals," issued Oct. 9, 2001. 
sensor 164 senses a low output current from envelope ampli- Switcher 160a has high efficiency and delivers a majority 
fier 170a and provides a high sensed voltage to driver 332. 20 of the supply current for power amplifier 130. Envelope 
Driver 332 then provides a high voltage to the gate of PMOS amplifier 170a operates as a linear stage and has relatively 
transistor 334 and a high voltage to the gate ofNMOS tran- high bandwidth (e.g., in the MHz range). Switcher 160a 
sistor 336. NMOS transistor 336 is turned on, and inductor operates to reduce the output current from envelope amplifier 
162 i~ coupled between node A and circuit ground. The cur- 170a, which improves overall efficiency. 
rent through inductor 162 falls during the Off state, with the 25 It may be desirable to support operation of wireless device 
rate of the fall being dependent on theVpa voltage at node A 100 with a low battery voltage ( e.g., below 2.5V). This may be 
and the inductance of inductor 162. The Vbat voltage thus achieved by operating switcher 160 based on the Vbatvoltage 
provides curren~ to power aJD.plifier 130 via inductor 162 and operating envelope amplifier 170 based on the higher 
during the On state, and inductor 120 provides its stored Vboost voltage. However, efficiency may be improved by 
energy to power amplifier 130 during the Off state. 30 operating envelope amplifier 170 based on the Vboost voltage 

In one design, envelope amplifier 170a operates based on only when needed for large amplitude envelope and based on 
the Vboost voltage only when needed and based on the VQat the Vbat voltage the remaining time, as shown in FIG. 3 and 
voltage the remaining time in order to improve efficiency. For described above. 
example, envelope amplifier 170a rnay provide approxi- FIG. 4A shows plots of an example of the PA supply 
mately 85% of the power based on the Vbat voltage and only 35 current (Ipa) and the inductor current (Iind) from inductor 
approximately 15% of the power based on the Vboost voltage. ' 162 versus time for a case in which switcher 160a has a supply 
When a high Vpa voltage is needed for power amplifier 130 voltage (Vsw) of 3.7V and envelope amplifier 170a has a 
due to a large envelope on the RF out signal, the Cl control supply voltage (Venv) of 3. 7V. The Iind current is the current 
signalisatlogiclow,andtheC2controlsignalisatlogichigh. through inductor 162 and is shown by a plot 410. The Ipa 
In this case, boost converter 180 i_s enabled 11.lld generates the 40 current is the current provided to power amplifier 130 and is 
Vboost voltage, PMOS transistor 318 is turned on and pro- shown by a plot 420. The Ipa current includes the Iind current 
vides the Vboost voltage to the source of PMOS transistor as well as the Ienv current from envelope amplifier 170a. 
314, and PMOS transistor 320 is turned off Conversely, when Envelope amplifier 170a provides output current whenever 
a high Vpa voltage is not needed for power amplifier 130, the the Ipa curr~t is higher than the Iind current. The efficiency 
Cl control signal is at logic high, and the Cl control signal is 45 of switcher 160a and envelope amplifier 170a is approxi-
at logic low. in this case, boost converter 180 is disabled, mately 80% in one exemplary design. 
PMOS transistor 318 is turned off, and PMOS transistor 320 FIG. 4B shows plots of the PA supply current (Ipa) and.the 
is turned on and provides the Vbat voltage to the source of inductor current (Iind) versus time for a case in which 
PMOS traµsi_stor 314. switcher 160a has a supply voltage of 2.3V and envelope 

Envelope amplifier 170a operates as follows. When the 50 amplifier170ahasasupplyvoltageof3.7V.ThelindCUITent 
envelope signal increases, the output of op-amp 310 is shown by a plot 412, and the Ipa current is shown by plot 
increases, the R1 output of driver 312 deceases and the R2 420. When the supply voltage of switcher 160a is reduced to 
output of ~ver 312 decreases until NMOS transistor 316 is 2.3V, inductor 162 charges more slowly, which results in a 
almost turned off, ang. the output of envelope amplifier 170a lower average Iind current as compared to the case in which 
increases. The converse is true when the envelope signal 55 thesupplyvoltageofswitcher160aisat3.7VinFIG.4A.The 
decreases. The negative feedback from the output of envelope lower Iind current causes envelope amplified 70a to provide 
amplifier 170a to the inverting input of op-amp 310 results in mote of the Ipa current. This reduces the overall efficiency to 
envelope amplifier 170a having unity gain. Hence, the output approximately 65% in one exemplary design because enve-
of envelope amplifier 170a follows the envelope signal, and lope amplifier 170a is less efficient than switcher 160a. The 
the Vpa voltage is approximately equal to the envelope signal. 60 drop in efficiency may be ameliorated by increasing the Iind 
Driver 312 may be implemented with a class AB amplifier to current froq,. the switcher. 
improve efficiency, so that large output currents can be sup- FIG. S shows a schematic diagram of a switcher 160b, 
plied even though the bias current in transistors 314 and 316 which is another design of switcher 160 in FIG. 1. Switcher 
is very low. 160b includes CWTellt sense amplifier 330, driver 332, and 

A control signal generator 190 receives the envelope signal 65 MOS transistors 334 and 336, which are coupled as descn'bed 
and the Vbat voltage and generates the Cl and C2 control above for switcher 160a in FIG. 3. Switcher 160b further 
signals. The Cl control signal is complementary to the C2 includes a current summer 328 having a first input coupled to 
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current sensorl64, a ~nd input receiving an offset ( e.g., an 
offset current), and an output coµpled to the input of current 
sense amplifier 330. Summer 328 may be implemented with 
a summing circuit (e.g., an amplifier), a summing node, etc. 

8 

l 
Vboo.sr.= Vbar· l -Duty_Cyc!e' 

Eq (1). 

5 
Switcher 160b operates as follows. Suminer 328 receives where Duty _Cycle is the duty cycle in which NMOS transis-

the Isen current from current sensor 164, adds an offset cur- tor 614 is turned on. The duty cycle may be selected to obtain 
rent, and provides a summed current that is lower than the the desired Vboost voltage and to ensure proper operation of 
Isen current by the offset current. The remaining circuits boost converter 180. 
withinswitcher160boperateasdescribedaboveforswitcher 10 The techniques described herein enable an envelope 
160a in FIG. 3. Summer 328 intentionally reduces the Isen tracker to operate at a lower battery voltage (e.g., 2:.SV qr 
current provided to current sense amplifier 330, so that lower). Toe envelope tracker includes switcher 160 and enve• 
switcher 160 is turned On for a longer time perio4 and can lope amplifier 170 for the design shown in FIG. L In one 
provide a larger !ind current, which is part of the Ipa current design of supporting operation with a lower battery voltage, 
provided to power amplifier 130. The offset provided to sum- 15 as shown in FIG. 3, switcher 160 is connect~ to the Vbat 
mer 328 determines the amount by which the Iind current is voltage and envelope amplifier 170 is connected to either the 
increased by switcher 160b relative to the Iind current pro- Vbat voltage or the Vboost voltage. Switcher 160 provides 
vided by switcller 160a in FIG. 3. power most of the time, and envelope amplifier 170 provides 

In gen~, a progressively larger·offset may be used to powerduringpeaksintheenvelopeoftheRFoutsignal. The 
20 overall efficiency of the envelope tracker is reduced by the 

generate a progressively larger inductor current than without efficiency of boost converter 180 (which ma:y be approxi-
the offset. In ·one design, tl:J.e o:lfset may be a :ijxed value mately 85%) only Qllring the ti,me in whic:11 envelope ampli-
selected to provide good performance, e.g., good efficiency. tier 170 provides power. 
In another ~sign, the offset may be determined based on the In another design of supporting operation with a lower 
battery voltage. For example, a progressively larger offset 25 battery voltage, the entire envelope tracker is operated ba:sed 
may be used for a progressively lower battery voltage. The on the Vboost voltage from boost convtirter 180. In this 
offset may also be determined based on the envelope signal design, boost converter 180 provides high current required by 
and/or other information, power amplifier 130 (which may be more than one Ampere), 

An offset to increase the inductor current may be aqded via and efficiency is reduced by the efficiency of boost converter 
summer 328, as shown fu F1G. 5. An offset may also be added 30 180 ( which may be ~pproximately 85% ). 
by increasing the pulse width of an output signal from current In yet another design of supporting operation with a lower 
sense amplifier via any suitable mechanism. battery voltage, a field effect transistor (FE1) switch is used to 

connect the envelope tracker to (i) the Vbat voltage when the 
FIG. 4C shows plots of the PA supply current (Ipa) and the Vbat voltage is greater than a Vthresh volw.ge or (H) the 

inductor current (Iind) versus time for a case in which 35 Vboost voltage when the Vbat v:oltage is less than the Vthresh 
switcher 160b in FIG. 5 has a supply voltage of 2.3V and voltage. Efficiency would then be reduced by losses in the 
envelope amplifier 170a has a supply voltage of 3.7V. The FET switch. I:Iowev:er, better efficiency may be obtained for 
Iind current i.s shown by a plot 414, and the Ipa current is envelope amplifier 170 due to a lower input volw.ge. 
shown by plot 420. When the supply voltage of switcher 160b In one exemplary design, an apparatus ( e.g., an integrated 
is redqced to 2.3V, inductor 162 <;llarges I11ore slowly, which 40 circuit, a wireless device, a circuit module, etc.) may com-
results in a lower Iind current as shown in FIG. 4B. The offset prise an envelope amplifier and a boost converter, e.g., as 
added by summer 328 in FIG. 5 I"e4µces thj: seni,ed current shown in FIGS. 1 and 3. The boost conv~r may receive a 
provided to current sense amplifier 330 andresnlts in switcher first supply voltage and generate a boosted supply voltage 
160b being turned On lc,nger. l'Ience, switcher 160b with having a higher voltage than the first supply _volt:age: The first 
offset in FIG. 5 can provide a higher Jind current than 45 sµpply voltage may be~ battery voltage, a lme-m voltage, or 
switcher 160a ~thout off~t in FIG. 3. The overall efficiency some_ other voltage ,:Mlilable to the aJ:Pru::at:us. The envelope 
for switcher 160b and envelope amplifier 170a is improved to amphfier may receive an envelope signal and the boosted 
a.pproximately 78% in one exemplll.l'Y design. supply voltage and ~y generate a second supply vo~tage 
· · · · · ·· (e.g., the Vpa voltage m FIG. 3) based on the envelope signal 

FIG. 6 shows a schematic diagram of a design of boost 50 and the boosted supply voltage. Toe apparatus may further 
converter 180 in FIGS. l, 3 and 5. Within boost converter 180, comprise a power amplifier, which may o~rat!! based on the 
an inductor 612 has one end receiving the Vbat voltage and second supply voltage from the envelope amplifi~r; The 
theotherendcoµpledtonodeD.AnNMOStransistor614has power amplifier may receive and amplify an input RF signal 
its source coµpled to circuit ground, its gate receiving a Cb and provide an output RF signal. 
control signal, and its drain coµpled to node D. A diode 616 55 In one design, the envel()pe amplifier may :furthet receive 
has its anode coµpled to node D and its cathode coupled to the the first supply voltage and may generat,e the second supply 
output of boost converter 180. A capacitqr 618 has one end voltagebasedonthefirstsupplyvoltageortheboostedsupply 
coupled to circuit ground and the other end coupled to the voltage. For example, the envelope amplifier may generate 
output of boost converter 180. the second supply voltage (1) based on the boosted supply 

Boost converter 180 operates as follows. In an On state, 60 voltage if the envelope signal exceeds a first threshold, or if 
NMOS transistor 614 is dosed, iriductor 612 is coupled thefirstsupplyvoltageisbelowasecondthreshold,orbothor 
between.the Vbat voltage and circuit ground, and the current (ii) based on the first supply voltage otherwise. 
via inductor 612 increases. In an Off state, NMOS transistor In one design, the envelope amplifier may include an op· 
614 is opened, and the current from inductor 612 flows via amp, a driver, a PMOS transistor, and an NMOS transistor, 
diode 616 to capacitor 618 and a load at the output of boost 65 e.g., op-amp 310, driver 312, ?MOS ffllDSistor 314, and 
converter 180 (not shown in FIG. 6). The Vboostvoltage may NMOS transistor 316 in FIG. 3. The op-amp may :recefye the 
be expressed as: envelope signal and provide an amplified signal. The driver 
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may receive the amplified signal and provide a first control 
signal (Rl) and a second control signal (R2). The PMOS 
transistor may have a gate receiving the first control signal, a 
source receiving the boosted supply voltage ot the first supply 
voltage, and a drain providing the second supply voltage. The 5 

NMOS transistor may have a gate receiving the second con
trol signal, a drain providing the second supply voltage, and a 
source coupled to circuit ground. The envelope amplifier may 
furth~ comprise second and third PMOS transistors (e.g., 
PMOS transistors 318 and 320). The second PMOS transistor 10 

may have a gate receiving a third control signal (Cl), a source 
receiving the boosted supply voltage, and a drain coupled to 
the source of the PMOS transistor. The third PMOS transistor 
may have a gate receiving a fourth control signal (Cl), a 15 
source receiving the first supply voltage, an<i a drain coupled 
to the source of the PMOS transistor. 

In another exemplary design, an appani.tus (e.g., an inte
grated circuit, a wireless device, a circuit module, etc.) may 
comprise a switcher, an envelope amplifier, and a power 20 

amplifier, e.g., as shown in FIGS. 1 and 3. The switcher may 
receive a first supply voltage ( e.g., a battery voltage) and 
provide a first supply current ( e.g., the Iind current in FIG. 3). 
The envelope amplifier may receive an envelope signal and 
provide a ~nd supply current ( e.g., the Ienv C\II'rent) based 25 

on the envelope signal. The power amplifier may receive a 
total supply turtent ( e.g., the Ipa CUII'e:nt) comprising the first 
supply current and the second supply current. The first supply 
current may comprise DC and low frequ~ncy components. 
The second supply current may comprise higher frequency 30 

components. The apparatus may further comprise a boost 
converter, wlµch lll.3Y receive the first supply voltage and 
provide a boosted supply voltage having a higher voltage than 
the first supply voltage. The envelope amplifier may operate 
based <in the first supply voltage or the boosted supply volt- 35 

age. 

10 
In one design, the switcher may comprise a summer, a_ 

current sense amplifier, and a driver, e.g., summer 328, cur
rent sense amplifier 330, and driver 332 in FIG. S. The sum
mer may sum the input current and an offset cuttent and 
provide a summed current. The current sense amplifier inay 
receive the summed current and provide a sensed signal. The 
driver may receive the sensed signal and provide at least OI).e 

control signal used to generate the switching signal. In one 
design, the at least one control signal may comprise a first 
control signal (Sl) and a second control signal (Sl), and the 
switcher may further comprise a PMOS transistor and an 
NMOS transistor, e.g., PMOS transistor 334 and NMOS tran
sistor 336 in FIG. S. The PMOS transistor may have a gate 
receiving the first control signal, a source receiving first sup
ply voltage, and a drain providing the switching signal. The 
NMOS transistor may have a gate receiving the second con-
trol signal, a drain providing the switching signal, and a 
source coupled to circujt ground. 

In one design, the apparatus may further comprise an enve
lope amplifier, a boost converter, and a power amplifier. The 
envelope amplifier inay receive an envelope signal and pro
vide a second supply current ( e.g., t:he I~v curren,t in FIG. S) 
based on the envelope signal. The boost converter may 
receive the first supply voltage and provide a boosted supply 
voltage. The envelope amplifier may operate based on the first 
supply voltage or the boosted supply voltage. The power 
amplifier may receive a total supply current (e.g., the Ipa 
current) comprising the supply currentfrom the switcher and 
the second supply current from the envelope amplifier. 

The circuits (e.g,, the envelope amplifier; the swjtc::her, the 
boost converter, etc.) described herein may be implemented 
on an IC, an analog IC, an RF IC (RFIC), a mixed-signal IC, 
an ASIC, a printed circuit board (PCB), an electronic device, 
etc. The circuits may be fabricated with various IC process 
technologies such as complementary metal oxide semicon
ductor (CMOS), NMOS, PMOS, bipolar junction transistor 
(BIT), bipolar-CMOS (BiCMOS), silicon germanium 
(SiGe), gallium arsenide (GaAs), etc. 

An apparatus implementing any of the circuits descn"bed 

In one design, the switcher may comprise a current sense 
amplifier, a driver, a PMOS transistor, and an NMOS transis
tor, e.g., current sense amplifier 330, driver 332, PMOS tran
sistor 334, and NMOS transistor 336 in FIG. 3. The current 
sense amplifier may sense the first supply current, or the 
second supply current ( e.g., as shown in FIG. 3), or the total 
supply current and may provide a sensed signal. The driver 
may rec~ive the sensed signal an<i provi<ie ~ first con~l 
signal (Sl) and a s~cond control signal (Sl). The PMOS 
transistor may have a gate receiving the first control signal, a 
source receiving the first supply voltage, and a drain provid
ing a switching signal for an inductor providing the first 
supply ~nt. The NMOS transistor may J:aave a gate receiv
ing the second control signal, a drain providing the switching 
signal, and a source coupled to circuit ground. The inductor 
( e.g., inductor 162) may be coupled to the drains of the PMOS 
transistor and the NMOS transistor, may receive the switch
ing signa1 at one end, an<i may provide t:he first supply current 
at the other end. 

40 herein may be a stand-alone device or may be part of a larger 
device. A device DlllY be (i) a stand-alone IC, (ii) a set of one 
or more ICs that may include memory ICs for storing data 
and/or instructions, (iii) an RFIC such as an RF receiver 
(RFR) or an RF transmittet/receiver(RTR), (w) anASIC such 

45 as a mobile station moden.J. (MSW, (v) a module that m_ay be 
embedded within other devices, (vi) a receiver, cellular 
phone, wireless device, handset, or mobile unit, (vii) etc. 

The previous description of $e disclosure is provided to 
enable any person skilled in the art to make or use the disclo-

50 sure. Various modifications to the disclosure will be readily 
apparent to those skilled in the art, and the generic principles 
defined herein may be applied to other variations without 
departing from the scope of the disclosure. Thus, the disclo
sure is not intended to be limited to the examples and designs 

55 described herein but is to be accorded the wi~~ scope con
In yet another exemplary design, an apparatus (e.g., an 

integrated circuit, a wireless device, a circuit module, etc.) 
may compri_se a switcher, e.g., switcher 160b in FIG. S. The 
switcher may sense an input current ( e.g., the Ienv current in 
FIG. S) arid generate a switching signa1 to charge and dis- 60 

charge an inductor providing a supply current ( e.g., the Iind 
current). The switcher may add an offset to the input current 
to generate a larger supply current than without the offset. The 
swit<:her may operate based on a first supply voltage ( e.g., a 
battery voltage). In one design, the offset may be determined 65 

based on the first supply voltage. For example, a larger offset 
may be u_sed for a slll.3Her first supply voltage, and vice versa. 

sistent with the principles andnovel fea~s disclosed herein. 
What is claimed is: 
1. An apparatus comprising: 
a boost converter operative to receive a first supply vC>ltage 

and generate a boosted supply voltage having a higher 
voltage than the first supply voltage; and 

an envelope amplifier operative to receive an envelope 
signal and the boosted supply voltage and generate a 
second supply voltage based <in the envelope signal and . 
the boosted supply voltage, wherein the envelope ampli
fier is operative to further receive the first supply voltage 
and generate the second supply voltage based on the first 

1---------,,------,..,....,..,.......,.,=,,,...,....----,,--=,,,.,,..,.-..,,,.._-,--------....,,,....----------n Copy providec:1 by USPTO from the PIRS Image Database on 04/05/2017 
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supply voltage and generate the second supply voltage 
based on the first supply voltage or the boosted supply 
voltage, and further wherein the envelope amplifier 
comprises 

an operational amplifier (op-amp) operative to receive the 5 

envelope signal and provide an amplified signal, 
a driver operative to receive the amplified signal and pro

vide a first control signal and a second control signal, 
a P-chiinnel m:etal oxide semiconductor (PMOS) transistor 

10 having a gate receiving the first control signal, a source 
receiving the boosted supply voltage or the first supply 
voltage, and a drain providing the second supply volt
age, a.lid 

an N-c~l n;,.etal oxide semiconductor (NMOS) transis- 15 
tot having a gate receiving the second control signal, a 
drain providing the second supply voltage, and a source 
coupled to circuit ground. 

2. The apparatus of claim 1, wherein the envelope amplifier 
is operative to genetate the second supply voltage based on 20 

the boosted supply voltage if the envelope signal exceeds a 
first threshold, or if the first supply voltage is below a second 
threshold, or both. 

3. The apparatus of claim 1, wherein the envelope amplifier 
further comprises 25 

a second PMOS transistor having a gate receiving a third 
control signal, a source receiving the boosted supply 
voltage, and a drain coupled to the source of the PMOS 
transistor, and 

a third PMOS transistor having a gate receiving a fourth 30 

control signal, a source receiving the first supply volt
age, and a drain coupled to the source of the PMOS 
transistor. 

4. The apparat_us of cl_aim 1, further comprising: 
35 

a power amplifier operative to receive the second supply 
voltage from tp.e en,velope amplifier and to receive a:nd 
amplify an input radio frequency (RF) signal and pro
vide an output RF signal. 

5. The apparatus of claim 1, wherein the first supply volt- 40 

age is a battery voltage for the apparatus. 
6. An apparatus for wireless communication, comprising: 
a power amplifier operative to receive and amplify an input 

radio frequency (RF) signal and provide an output RF 
signal; and 45 

a supply gent:rator operative to receive an envelope signal 
and a first supply voltage, to generate a boosted supply 
voltage having a higher voltage than the first supply 
voltage, and to generate a second supply voltage for the 
power amplifier based on the envelope signal and the 50 

boosted supply voltage, wherein the supply generator 
incorporates an operational amplifier (op-amp) opera
tive to receive the envelope signal and provide an ampli
fied signal, a driver operative to receive the amplified 
signal a.lid provide a first control signal and a second 55 
control signal, a P-channel metal oxide semiconductor 
(PMOS) transistor having a gate receiving a first control 
signal, a source receiving the boosted supply voltage or 
the first supply voltage, and a drain providing the second 
supply voltage, and an N-channel metal oxide semicon- 60 

ductor (NMOS) transistor having a gate receiving the 
second control signal, a drain providing the second sup
ply voltage, and a source coupled to circuit ground. 

7. The apparatus of claim 6, wherein the supply generator 
is operative to generate the second supply voltage based on 65 

the envelope signal and either the boosted supply voltage or 
the first supply voltage. 

12 
8. A method of generating S)IJ'Ply voltages, comprising: 
generating a boosted supply voltage based on a first supply 

voltage, the boosted supply voltage having a higher volt
age than the first supply voltage; and 

generating a second supply voltage based on a:n envelope 
signal and the boosted supply voltage, wherein the sec
ond supply voltage is generated by an envelope amplifier 
that produces the second supply voltage using an opera
tional amplifier (op-amp) that receives the envelope sig
Illll and provides an amplified signal, a driver that 
receives the amplified signal and provi<ies a first control 
signal a:nd a second control signal, a P-channel metal 
oxide semiconductor (PMOS) transistor that receives 
the firstcontrol signal, a source that receives the boosted 
supply voltage or the first supply voltage, and a drain 
providing the second supply voltage and an N-channel 
metal oxide semiconductor (NMOS) transistor that 
receives the secon<i con1rol signiµ at a gate and provides 
a second supply voltage through a drain, and a source for 
circuit grounding. 

9. The method of claim 8, wherein the generating the 
s.econd supply voltage comprises generating the second sup
ply voltage based on the envelope signal and either the 
boosted supply voltage or the first supply voltage. 

10. An apparatus for generating supply voltages, compris-
ing: . 

means for generating a boosted supply voltage based on a 
first supply voltage, the boosted supply voltage having a 
higher voltage than the first supply voltage; and 

means for generating a second supply voltage based on the 
envelope signal and the boosted supply voltage, wherein 
the means for generating the second supply voltage 
incorporates an envelope amplifier that produces the 
second supply voltage using an operational amplifier 
(op-amp) that receives the envelope signal and provides 
an amplified signal, a driver that receives the amplified 
signal and provides a fj.rst control signal and a second 
control signal, a P-channel metal oxide semiconductor 
(PMOS) transistor that receives the first control signal, a 
source that receives the boosted supply voltage or the 
first supply voltage, and a. drain providing the second 
supply voltage and an N-channel metal oxide semicon
ductor (NMOS) transistor that receives the second con
trol signal at a gate and provides a second supply voltage 
through a drain, and a source for circuit grounding. 

11. The apparatus of claim 10, wherein the means for 
generating the second supply voltage comprises means for 
generating the second supply voltage based on an envelope 
signal and either the boosted supply voltage or the first supply 
voltage. 

12. An apparatus comprising: 
a switcher operative to receive a first supply voltage and 

provide a first supply current; 
an envelope amplifier operative to receive a:n envelope 

signal and provide a secon,d supply current based on the 
envelope signal; and 

a power amplifier operative to receive an envelope signal 
and provide a second supply current based on the enve
lope signal; and 

a power amplifier operative to receive a total supply current 
comprising the first supply current and the second sup
ply current, wherein the switcher comprises 

a current sense amplifier operative to sense the first supply 
current, or the second supply current, or the total supply 
current and provide a sensed signal, 

a driver operative to receive the sensed signal and provide 
a first control signal and a second control signal, 
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a P-channel metal oxide semiconductor (PMOS) transistor 
having a gate receiving the first control signal, a source 
receiving the first supply voltage, and a drain providing 

14 
16. The apparatus of claim 15, wherein the switcher oper

ates based on a first supply voltage, and wherein the offset is 
determined based on the first supply voltage. 

a switching signal for an inductor providing the first 
supply current, and 

an N-channel metal oxide semiconductor (NMOS) transis
tor having a gate receiving the second control signal, a 
drain providing the switc_hing signal, and a source 
coupled to circuit ground. 

17. The apparatus of claim 15, wherein the at least one 
5 control signal comprises a first control signal and a second 

control signal, and wherein the switcher further comprises 

13. The app81'.atus of claim 12, further comprising: 
10 a boost converter operative to receive the first supply volt

age an<i provi<ie a boosted supply voltage having a 
higher voltage than the first supply voltage, wherein the 
envelope amplifier operates based on the first supply 
voltage or the boosted supply voltage. 

14. The apparatus of claim 12, wherein the first supply 1.5 

current comprises direct current (DC) and low frequency 
components, ancl, wherein the second supply current com
prises higher frequency components. 

15. An apparatus comprising: 
an inductor operative to receive a switching signal and 20 

provid~ a SJJpply currei;it; and 
a switc_her opei:ativeto sense an input current and generate 

the switc_hing signal to charge and discharge the inductor 
to provide the supply current, the switcher adding an 
of(set to t:h~ ~put current to generate a larger supply 25 
currtmt via the inductor than without the offset, wherein 
the switcher comprises 

a summer operative to sum the input current and an offset 
current and provide a summed current, 

a P-channel metal oxide semiconductor(PMOS) transistor 
having a gate receiv~g the first control signal, a source 
receiving a first supply voltage, and a drain providing the 
switching signal, and 

an N-channel metal oxide semiconductor (NMOS) transis, 
tor having a gate receiving the second control signal, a 
drain providing the switching signal, and a source 
coupled to ~it ground. 

18. The apparatus of claim 15, further comprising: 
an envelope amplifier operative to receive an envelope 

signal and provide a second supply current based on the 
envelope signal, wherein a total supply current com
prises the supply current froin tlte swi~c_her an<i the sec
ond supply current from the envelope amplifier. 

19. The apparatus of claim 18; :fiirther comprising: 
a boost converter operative to receive·the first supply volt

age and provide a boosted supply voltage having a 
higher voltage than the first supply voltage, wherein the 
envelope amplifier opera.tes based on the first supply 
voltage or the boosted supply voltage. 

20. The apparatus of cl_aim 15; further comprising: 

a current seru;e amplm.~ operative to receive the summed 
current and provide a sensed signal, and 

a driver operative to receive the sensed signal and provide 
at least one control signal used to generate the switching 
signal for the inductor. 

a power amplifier operative to receive the supply current 
30 from the inductor and. to receive and amplify an input 

radio frequency (RF) signal and provide an output RF 
signal. 

* * * * * 
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ln some multi-processor systems, software may be 
required to be loaded to one processor from another proces
sor. For example, suppose a first processor in a multi-proces
sor system is responsible for storing to its non-volatile 

DIRECT SCATTER LOADING OF 
EXECUTABLE SOFfWARE IMAGE FROM A 
PRIMARY PROCESSOR TO ONE OR MORE 

SECONDARY PROCESSOR IN A 
MULTI-PROCESSOR SYSTEM 

CROSS REFERENCE TO RELATED 
APPLlCATlONS 

s memory boot code for one or more other processors in the 
system; wherein upon power-up the fu:st processor is tasked 
with loading the respective boot code to the other process. 
or(s), as opposed to such boot code residing in non-volatile 
memory of the otherprocessor(s). ln this type of system, the 

this application claims the benefit of U.S .. provisioilal 
patent application No. 61/316,369 filed Mar. 22, 2010, in the 
names ofMALAMANT et al., U.S. provisional patent appli
cation No. 61/324,035 filed Apr. 14, 2010, in the names of 
GUPTA et al., U.S. provisional patent application No. 
61/324,122.filedApr. 14, 2010, in the names of GUPTA et al., 
and U.S. provisional patent application No. 61/325,519 filed 
Apr. 19, 2010, in the names of GUPTA et al., the disclosures 
of which are expressly incorporated herein by reference in 
their entireties. 

10 software (e.g., boot image) i_s downloaded from the first pro
cessor to the other processor(s) (e.g., to volati_le iµemory of 
the other processor(s)), and thereafter the receiving process. 
or(s) boots with the downloaded image. 

Often, the software image to h!l loaded is a binary multi-
is segmented image. For instance, the software image may 

include a header followed by multiple segments of code. 
When software images are loaded, from an external device 
(e.g., from another processor) onto a target device (e.g., a 
t,arget processor) there may be an intermediate step where the 

TECHNlCAL FJELD 

20 binary multi.segmen~ed image is transferred into the system 
memory and then later transfened into target locations by the 
boot loader. 

ln a system in Which the software image is loaded onto a 
target "secondary" processor from a first "primary" proces-

2S sor, one way of performing s:uch loading is to allocate a 
temporary buffer into which each packet is received, and ea,ch 
packet would have an associated packet header information 
along with the payload. The payload in this case would be the 

The following description relates generally to multi-pro
cessor systems, and more specifically to multi-processor sys
tems in which a primary processor is coupled to anon-volatile 
memory storing exec"irtable software image(s) of one or more 
other processors (referred to herein as "secondary'' proces
sors) system which are each coupled to a dedicated volatile 
memory, where_in the executable software images are e:ffi.-· 30 

ciently communicated from the primary processor to the sec
ondary processor(s) in a segmented format (e.g., using a 
direct scatter load process). 

actual image data. From the temporary buffer, soine of the 
processing may be done over the payload, and then the pay
load would get copied over to the final destinatiol).. The tem-
porary buffer would be some place in systemmem<>ry, suc~as 
in internal ra:ndom-access-memofy (RAM) or double data 
rate (DDR) memory, for example. 

BACKGROUND 35 Thu_s, where an intermediate buffer is used, the data being 

Processors ex:ecute softwa,i:e code to peifqrm operations. 
downloaded from a primary processor to a secondary proces
sor is copied into the intermediate buffer. ln this way, the 
buffer is used to receive part of the iinage data. from the 
primary processor, and from the buffer the image data may be 

Processors may require some software code, commonly 
referred to as boot code, to be executed for hooting up. ln a 
multi-processor system, each processor may require respec
tive boot code for booting up. As an example, in a smartphone 
device that includes an applicajon processor and a modem 
processor, each of the processors may have respective boot 
code for booting up. 

40 scattered into the memory (e.g., volatile memory) of the sec
ondary processor. 

The primary processor and its non-volatile memory that 
stores the boot image for a secondary processor may be 
implemented on a different chip than a chip on which the 
secondary processor is implemented. Thus, in order to trans
fer the data from the primary processor's non°volatile 
memory to the secondary processor. (e.g., to the secondary 
proces~or's vol_atile n;,.emory), a pa<:ket-based c_o=unica
tion may be employed, wherein a packet header is included in 

A problem exists on a significant number of devices (such 45 
a_s smart phones) that incorpor:at!l multiple processors ( e.g., a 
standalone application processor chip integrated with a sepa
rate modem processor chip) .. A flash/non-volatile memory 
component may be used for ea<;h of the processors, because 
each processor has non-volatile memory ( e.g., persistent stor
age) of executable images and file systems. For instance, a 
processor's boot co.de may be stored to the processor's 
respective non-volatjle memory ( e.g., Flash memory, read
only memory (ROM), etc.), and upon power-up the boot code 
software is loaded for execution by the processor from its ss 
respective non-volatile memory. Thus, in this type of archi
tecture the executable software, such as a processor's boot 
code, is not required to be loaded to the processor from 
another processor in the syst~. 

so each packet communicated to the secondary processor. The 
packets are stored in an intermediate buffer, and some pro
cessing of the received packets is thimrequired for that daJa to 
be stored where it needs to go (e.g., within the secondary 
processor's volatile memory). 

Adding dedicated non-volatjJe memory to each processor; 60 

however, occupies more circuit board space, thereby increas
ing the circuit board size. Some designs may use a combined 
chip for Random Access Memory (RAM) and Flash memory 
(where RAM and Flash devices are stackedas one package to 
reduce size) to reduce board size. While multi-chip package 65 

solutions do reduce the needed circuit bollld foot print t<> 
some extent, it may increase costs. 

SUMMARY 

A multi-processor system is offered. The system includes a 
secondary processor having a system memory a:nd a hardware 
buffer for receiving at a least a portion of an executable 
software image. The secondary processor includes a sc:atter 
loader controller for loading the executable software image 
directly from the hardware buffer to the system memory. The 
system also includes a primary processor coupled with a 
memory. The memory stores the executable software image 
for the secondary processpr. The system further includes an 
interface commµnicatively coupling the primary processor 
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and the secondary processor via which the executable soft
ware image is received by the secondary processor. 

A method is also offered. The method includes receiving at 
a secondary processor, from a priiilaiy processor via an inter
chip communication bus, an image header for an executable s 
software image for the seco11dary proc~sor thlit is stored in 
memory coupled to the primary processor. The executable 
software image includes the image header and at least one 
data segment. The method also includes processing, by the 
secondary processor; the image header to determine-at least 10 

one location within system .qic:m.ory to whi~h the secondary 
processor is coupled to store the at least one data segment. 
the method also includes receiving at the secondary proces
sor, from the primary processor via the inter-chip communi
c!!rlo_n bu_s, the at least one data segment. Still further, the 1s 
method includes loading, by the secondary processo_r; ~e at 
least one data segment directly to the determined at least one 
location within the .system memory. 

4 
BRIEF DESCRIPTION OF 11IB DRAWINGS 

For a more complete understanding of the present teach• 
ings, reference is now made to the following description taken 
in conjunction with the accompanying drawill.gs. 

FIG. 1 is an illustration of an exemplary device within 
which aspects of the present disclosure may be implemented. 

FIG. 2 is an illustration of an exemplary device within 
which aspects of the present disclosure may be implemented. 

FIG. 3 is an illustration of an operatic>nal flow for an ~em
plary loading process for loading an executable image from a 
primary processor to a secondary processor according to olie 
aspect of the present disclosure. 

FIG. 4 is a flowchart il11JStrating a scat_ter loading method 
according to one aspect of the present disclosure. 

FIG. 5 is a block diagram showing an exemplary wireless 
communication system in which an embcidiirient of the dis
closure may be advantageously employed. 

.DETAILED DESCRIPTION 

The word "exemplary'' i_s used hereill. to ~ean "serving as 
an example, instance, or illustration." J!fiJ.y aspect described 
herein as "exemplarf' is not.necessarily to be construed as 
preferred or advantageous over other aspects. 

Certain aspects disclosed herein ~ncem multi-pro_cessor 
systems where one primary processor is connected t9 a non
volatile memory storing executable images of one or more 
other processors (referred to herein as "secondary'' proces
sors) in the system. In such a multi-processor system each of 
the secondary processors may be connected to a dedicated 
volatile memory used for storing executable images, run-time 
data, and optionally a file system IIllITOr. 

Executable images are often stored in a segmented format 

At). apparatus is offered. The apparatus includes means for 
receiving at a secondary processor, from a primary processor 20 

via an inter-chip communication bus, an image header for an 
executable software image for the secondary processor that is 
stored in memory coupled to the primary processor. The 
executal,le software image includes the image header and at 
least op.e dat;i segment. The ~pparatus also include$ means for 2s 
processing, by the secondary processor, the image header to 
determine at least one location within system memory to 
which the secondary processor is coupled to store the at least 
one data segment. The apparatus further includes means for 
receiving at the secondary processor, fro.a;i ~e primary pro- 30 

cessor via the inter-chip communication bus, the at least one 
data segment. Still further, the apparatus includes means for 
loading, by the secondary processor, the at least one data 
segment directly to the determined at least one location within 
the system memory. 

A multi-processor system is offered. The system includes a 
primary processor coupled with a first non-volatile memory. 
The first non-volatile memory is coupled exclusively to the 
primary processor and stores a file system for the primary 
processor and executable images for the primary processo_r 40 

and secondary processor. The system also includes ·a second
ary processor coupled with a second non-volatile Iii.emery. 
The· second non-volatile memory is coupled exclusively to 
the secondary proces~r and stores configuration parameters 
and file system for the secondary processor. Tl;le system far- 45 
ther includes an interface co.oimunicatively coupling the pri
mary processor and the secondary processcit via which an 
execi$ple.software image is received by the secondary pro-

35 where each segment can be loaded into a different memory 
region. Target memory locations of ex~tlil,le segments may J 

or may not be contiguous with respect to each· othei:. One 
example of a multi-segmented image format is Executable 

cessor. 
A multi-processor system is offered. The system includes a so 

primary processor coupled with a first non-volatile Iii.emery. 
The first non•volatile memory i_s coupled exclusively to the 
primary processor and stores executable images and file sys
tems for the primary and secondafy processors. The system 
also includes a secondary p~essor. The system further 55 

includes an interface communicatively couplillg the primary 
processor and the secondary processor via which an execut
able software image is received by the secondary processor, 

A method is offered. The method includes sending, from a 
memory coupled to a primary proce~r; an executable soft- 60 

ware image for a secondary processor. The executable soft
ware image is sent via an interface communicatively coupling 
the primary processor and secondary processor. The method 
also includes receiving, at the seco·ndary processor, the 
executable software image. The method further includes 65 
executing, at the St"lCOndary proces_sor, the executable soft-
ware image. 

and Linking Format (ELF) which allows an executable image 
to be brolren into multiple segments and Ell!ch one of these 
segments may be loaded into di:fferen.t systen;!. me_mory loc_a-
tions. 

In cilie exemplary aspect a direct scatter load technique is 
disclosed for loading a segmented image from a primary 
processor's non-vol_atile memory to a secondary processor's 
volatile memory. As discussed further below; the direct scat-
ter load technique avoids use of a temporary buffer. For 
instance, in one aspect, rather than emplciying a packet-based 
communication in which the image is communicated via 
packets that each include a respective header, the raw image 
data is loaded from the primary processor to the secondary 
processor. In another aspect, headers are used which include 
information used to determine the target location information 
for the data. 
Exemplary Multi-Processor Architecture with Cenfralized 
Non-Volatile Memory-with Reduced Localized Non-Vola-
tile Memory for File System 

FIG. 1 illustrates a block diagram ofa first multi,processor 
architecture 102 in which a primary processor (application 
processor 104) hosts a primary (large) nonvolatile memory 
106 (e.g., NANO flash memory) while a second processor 
(e.g., modem processor lJO) has a secon<lary (redllCed or 
minimal) non-volatile memory 114 (e.g., NOR flash 
memory). 

In the communication device architecture 102, the appli
cation processor 104 is coupled to a primary non-volatile 
memory 106 and an application processor volatile memory 
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108 (e.g., random access memoiy). The I!lodem processor from the primary processor 204. The primary processor 204 
110 is coupled to a secondary non-volatile memoiy 114 and a then retrieves the requested modem-executable image 214 
modem processor volatile memoiy 112. An inter-processor and/or modem file system 220 from the non-volatile memoiy 
communication bus 134 a).lows communications between.the 206 and provides it to the seconda:ry processor 2JO viii an 
application processor 104 and the modem proc~sor 110. 5 inter-processor communication bus 234. 

A modem executable image 120 for the modem processor In this architecture 202, the apPlication processor 204 is 
110 may be stored in the application processor (AP) non- coupled to the non-volatile memoiy 206 alid an application 
volatile memoiy 106 together with the AP executable image processor volatile memoiy 208 ( e;g., random access 
118 and the AP file syst4'!Dl U6. The application processor memoiy). The niodem processor 210 is coupled toa modem 
104 may load its AP executable image 118 into the app!ica- 10 processor volatile memory 212 but does not have its own 
tion processor volatile memoiy 108 and store it-as AP execut- non-volatile memoiy. The modem processor volatile memoiy 
able image 122. The application processor volatile memoiy 212 stores a file system mirror 228, a modem executable 
108 may also serve to store AP run-time data 124. image 236, and modem run-time d;it_a 230. The. inter-proces-

The modem proce~sor 110 bas the dedicated seconda:ry sor comniunication bus 231 allows communications between 
reduced or minimal) non-vol_atile menioiy 114 (e.g., NOR 15 the application processor204 and modem processor 210. 
flash) for its file system 128 storage. This seconda:ry (reduced All the executable images 214 and file system 220 for the 
or mininial) non-volatile memory 114 is smaller and lower modem processor 210 may be stored in the non-volatile 
cost than a flash device capable of storing both the run-time memoiy 206 together with the AP executable image 218 and 
modem executable images 120 and the file system 128. the .AP file.system 216. The application processor 204 ll¥!Y 

Upon system power-~p, the mod4'!m processor 110 20 loaditsAPexecutableimage218intotheapplicationproces-
executes its primary boot loader (PBL) from the hardware sor volatile memoiy 208 and store it as AP exeeutable image 
boot ROM 126 (small read-only on-chip memoiy). The 222. Theapplicationprocessorvolatilememoiy208may also 
modem PBL may be adapted to download the modem serve to store AP run-time data 224. The m,odem 1jle systeD1 
executables 120 from the application processor 104. That is, may be encrypted with a modem processor's private key for 
the modem executable image 120 (initially stored in the pri- 25 privacy protection and prevention of subscriberidentity clon-
niaiy non-volatile niemoiy 106) is requested by the modem ing. 
processor 110 from the application processor 104. The appli- Upon system power-up, the modem Boot ROM code 226 
cation processor 104 retrieves the modem executable image downloads both the modem executable image 214 811d the 
120 and provides it to the mo~m processor 110 via an inter- modem file system 220 from the application processor 204 
processor communication bus 134 ( e.g., inter-chip commu- 30 into the modem processor volatile memory 212. During nor-
nication bus). The modem processor 110 stores the modem Illill opera#on, any read accesses to the modem file system 
executable image 132 directly into the modem processor 228areservicedfromthemodemp:rocessorvolatilememoiy 
RAM (Random Access Memoiy) 112 to the final destination 212. Any write accesses are performed in tile mod.em proces-
without copying the data into a temporary buffer in the sor volatile Iil.eliloiy 212 as well. In addition, there may be a 
modem processor RAM 112. The inter-proce~r communi- 35 background process running on the modem processor 210 
cation bus 134 may be, for example, a HSIC bus (USB-based 811d the application processor 204 to synchronize the contents 
High Speed Inter-Chip),ali HSI bus (MIPI High Speed Syn- of the File System 228 in modem processor volatile memciiy 
chronous Interface), a SDIO bus (Secure Digital 1/0 inter- 212 with the modem file system ~20 store<! on the non-
face ), a UART bus (Universal Asynchronous Receiver/frans- volatile memoiy 206. 
mitter), an SPI bus (Serial Peripheral Interfilce ), an 12C bus 40 The primary and seconda:ry processors may periodically 
(Inter-Integrated Circuit), or any other hardware interface syn<:hronize the file system in the volatile memory for the 
suitable for inter-chip communication available on both the seconda:ryprocessorwith thecor;respondingfilesystemin the 
modem processor 110 and the application processor 104. primary non-volatile memoiy. The first write to the qio~m 

Once the modem executable image 120 is downloaded into file system 228 may start a timer (for example, a ten m.inµte 
the modem processor RAM ll2 and authenl:icat¢, itis main- 45 timer) in the modem processor 210. While this timer is run-
tained as a modem executable image 132. Additionally, the ning, all writes to the file system 228 are coalesced into the 
modem processor volatile memoiy 112 may also store modem processor volatile memoiy 212. Upon expiration of 
modem run,time data 130. The modem Boot RO~ code 1:26 the timer, the modem processor 210 copies the file system 
may then junip into that modem executable image 132 and image 228 from vola1:ile memoiy 212, encrypts it, and alerts 
start executing the main modem program from the modem so the application processor 204 that new da~ is available. The 
processor RAM 112. Any persistent (non-volatile) data, such application processor 204 reads the encrypted copy a¢ 
as radio frequency (RF) calibration and systex;n p~eters, writes it to the non-volatile memciiy 206 into the modem file 
may be stored on the modem file system 128 using the sec- system 220. The application processor 204 then siglials the 
onda:ry (reduced or minimal) non-volatile niemoiy 114 modem processor 210 that the write operation is comple1:ti. If 
attached to the modem processor 110. ss a synchronization operation fails, a present version of the 
Exemplaiy Multi-Processor ArchiJecture with Centralized modem file system may be used. Synchronization may occur 
Non-Volatile Memoiy-with No Localized Non-Volatile periodically (for example, eveiy ninety seconds) or after a 
Memoiy for File Systems certain time following a write operation by the modem to its 

FIG. 2 illustrates a block diagram of a second multi-pro- file system. To prevent corruption from circumstances such as 
cessor architecture 202 in which a primary processor (appli- 60 sudden power removal, two copies of the modem file system 
cation processor 204) hosts a primary (large) non-volatile 220 may be stored. 
memoiy 206 (e.g,, NAND flash memoiy). The primary non- The modem processor 210 may also initiate a "flush" 
volatile memoiy 206 may store a modem-executable image o~tion of the file system mirror 228 to the application 
214 and/or a modem file system 220 for the secondary pro- processor's non-volatile memoiy 206 .. This may occur for a 
cessor (modem processor 210). The seconda:ry processor 6.S number of reasons, including phone power-off, as well as 
(modem processor 210) may be configured to request the sendinganacknowledgeme_ntmessagetothenetworktoindi-
modem-executable image 214 and/or modem file system 220 cate acceptance and storage of incoming SMS m4'!ssages. 
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File system read operations on the modem proc.essor 210 
are serviced from the modem processor volatile memory 212, 
which reflects the current state of the modem file system. 
Because read operations are more :frequent than write opera
tions, and write operations tend to occur in "bursts" of activ- 5 

ity, the overall system load and power consumption may be 
reduced. 

The application processor 204, modem processor 210, a:nd 
Hoot loader have specific =tures in place to ensure that 
there is always at least one complete file system image avail, 10 

able in the non-volatile memory 206 at all times. This pro
vides immunity to power-loss or surprise-reset scenarios. 

8 
for secondary processor 302 is stored to non-volatile memory 
oftheprimary processor 301. As shown in this example, the 
exemplary software image 303 is a multi-segment image that 
inc:l11<ies an image header portjqn and multiple data segments 
(shown as data segmenrs 1-5 ~ this example). The primary 
pr_ocessor 301 and secondary processor 302 may be located 
on difi"erent physicaj silicon chips (i.e. on a different chip 
package) or nlllY be located on the SllIIle package. 

In the first stage of the exemplary loading process ofFIG. 
3, the image header informatipn is transferred to the se_cond
ary proc«:Ssor 302. The primary processor 301 retrieves the 
data image segments, beginning with the image header, from 
non-volatile memory of the primary pro~ss.or 306. The pri-

Application of.the concepts disclosed herein are not liin
ited, to the exemplary system shown above but may likewise 
be employed with various other multi-processor systems. 
Zero Copy Transport flow 

15 mary processor 301 parses the image header to load indi
vidual image segments from non-volatile memory of the pri
mary processor 306 to system memory of the primary 
processor 307. The image header includes information used 

Aspects of the present disclosure provide techniques for 
efficiently lo_ading the ~table software images from the 
primary processor's non-volatile ID._em.ory to the secondary 
processor's volatile memory. As mentioned above, traditional :io 
loading processes require an interinediiite step where the 
binary multi-segmented image is buffered (e.g., transferred 
intp the system memory) and then later scattered into target 
locations (e.g., by a boot loader). Aspects of the present 
disclosure provide techniques that alleviate the intermediate 25 
step of buffering required in traditional loading processes. 
Thus, aspects of the present disclosure avoid extra memory 
copy operations, thereby improving performance (e.g., 
reducing the time required to boot secondary processors in a 
multi-processor system). 

to identify where the m:odem image executable data is to be 
eventually placed into the system memory of the secondary 
processor 305. The header information is used by the secciild-
afy processor 302 to ptogra:in the scatter loader/dll'ect 
memory access controller 304 re,ceive address when receiv
ing the actµaj ex~ple data. Data segments are then sent 
froID. system mempry 307 to the primary hardware transport 
mechanism 308. The segments are then sent from the hard-
ware ttarisport niecha.liisni 308 of the primary processor 3 01 
to a hardware transport mechanism 309 of the secondary 
processor 302 over an inter-chip communication bJJS 310 

30 (e.g., a HS-USB cable.) The first segment transferred may be 
the image header, which contains information used by the 
secondary processor to locate the data segments mto target 
locations in the system memory of the s~ondary processor 

As discussed further below, one exemplary aspect of the 
present disclosure employs a direct scatter load technique fot 
loading tlte executable software images from the primary 
processor's non-volatile memory to the secondary proces
sor's volatile memory. Certain aspects of the present disclo- 35 

sure also enable concurrent image transfers with post-transfer 
data processing, such as authentication, which.may further 
improve efficiency, as di_scussed furtll.er below. 

In one aspect, the host primary processor does not process 
or extract any information from the actual image data it si.m- 40 
ply sends the image data as "raw;' data to the t:uget, without 
auy packet header attached to the packet. Be,cause the target 
secondary processor ini$tes the data transfer ri:quest, it 
knows exactly how much data to receive. This enables the 
host t6 send data without a packet header, and the target to 45 

directly receive and store the data. In that aspect, the target 
requests data from the host as neejred. The first data item it 
requests is the image header fqr a given ~ge transfer. Once 
the target has processed the image header, it knows the loca, 
tion and size of each data segment in the image. The image so 
header also specifies the destination address of the image in 

. uuget memory. With this information, the target can request 
data from the host for each segment, and directly transfer the 
data to the appropriate location in target memory. The hard
ware controller for the inter-chip communication bus on the 55 
application processor may add its own low0 level protocol 
headers, which would be processed and stripped by the 
modem processor. These low-level ~ders may be transpar
ent to the software running on both processors. 

In one aspect of the present disclosure, the loading process 60 
is divided into two stages, as illustrated in the exemplary flow 
shown in FIG. 3. FIG. 3 shows a block diagram ofa primary 
processor301 (which may be the application processors 104 
or 204 of FIG. 1 or 2 with their non~volatile memory 106 or 
206) and a secondary processor 302 (which may be the 65 

modem processor 110 or 210 ofFIG. 1 or 2 with their volatile 
meri:tozy 112 or 212). In FIG. 3, an exemplary software image 

305. Toll image header may include inforoiation use<! to 
determine the target location· information for the data. 

In cine aspect, the target locations are not predetermined, 
but rather are determined by software executing in the sec
oru:lary proces5:0r as part of the sca_tt~ loading process. Infor-
mation fro]!l the image header may be used to determine the 
target locations. In this aspect the secondary processor's boot 
loader first requests the image header :frcini the primary pro-
cessor (the primary processor CPU does not process the 
image header aJ all). The secondary processor knows how the 
data segments are laid out in the non-volatile memory by 
looking at the image header (besides the RAM address/si:ze, 
the header also mcludes the relative locations in non-volatile 
memory with respect to the start of the image file for each 
segment). Subsequent requests fur the data segments are 
driven by the secondary processor. 

In another aspect the primary processor may indicate 
whereto put the segments in the secondary processor's vola
tile memcizy by parsing the image header and then program
ming the secondary processor's controller to place the fol
lowing data segments in the specified address dictated in the 
image header. This may involve extra hardware to allow this 
external control of the secondary processor's controller. 

The image header generally includes a iist of segment start 
addresses and si:zes defining where each of the segments 
should be loaded in the secondary processor's systeill 
memory 305. Secondary processor 302 i!icludes a },lardware 
transport mechanism. 309 (e.g., a USB controller) that 
includes a scatter loader controller 304. in the second stage of 
the loading process, the boot loader programs the inter-chip 
connection controller's engine to receive incoming data and 
scatter load it into the secondary proces5:0r' s corresponding 
target memozy regions 305 according to the header informa-
tion received in the first stage. 

Copy provided by USPTO (rom the PIRS Image Database on 04/05/2017 
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In case of USB or HSIC bus, each segment of the image In accord,ance with certain aspects of the present invention 
may be transferred as a single USB transfer on the inter-chip (e.g., as in the example of FIG. 3), the raw image data is 
communication bus 310. Knowing the size of the segment and transported. For instance, rather than transporting each seg-

. the destination address allows the software to program the ment of image data with a packet header, the exemplary load 
scatter loader controller 304 of the secondary processor 302 5 process of FIG. 3 determines the needed information about 
for the transfer ofthe entire.segment directly into the target the data from the header associated with the entire image. 
memory location (within system memory 305) with mini- Thus, the image header may be initially transferred, and all 
mum software intervention by the secondary processor 302. the processing for determining how to store the data to system 
This may result in an increased performance on the USI3/ memory 305 can o_c_cur before the transfer of the segments 
HSIC bus when the segments are significantly llllge (e.g., lO (b_ased on t!ie ilµage header), and then the segments are trans
over 1 megabyte (MB)). ferred as raw data, r.ither than requiring processing of a 

packet-header for each segment as the segments are trans-
As shown in FIG. 3, the image segments arenotneces_sarily ferred. Thus, in the example ofFIG. 3, the raw image data is 

placed into consecutive locations wiWn the secondary pro- being communicated from the primary processor to the sec-
cessor's system memory 305. Instead, the segments may be 1_5 ondary proces~r, and then handled by the hardware, which 
spread out in different locations of the memory. The exem- may strip off any USB packet headers; etc. In this exemplary 
plary load.i,ng process ofFIG. 3 enables a copy of the second- aspect, there is no CPU processing done on the actu_al data 
ary processor's so:ftware (i.e., the image 303) to be sent from segments, thereby improving efficiency of the load process. 
the primary processor 301 directly to the final destination of When multiple images have to be loaded into the volatile 
segment on the secondary processor's system memory 305. 20 m~mory of the same secondary processor, the above sequence 

The image header is loaded from the primary processor of FIG. 3 may be repeated as many times as the number of 
301 to scatter loader controller 304 of secondafy processor images being transferred, in accordance with one aspect of 
302. That image header provides information as to where the the present disclosure. In certain aspects; within the primary 
data segments are to be located lll the system memory 305. processor 301, transfer from non-volatile memory to system 
The scatter loader controller 304 accordingly transfers the 25 memory may happen in parallel with sending data from the 
image segments directly into their respective t3IBet locations primary to secondary processor. 
in the secondary processor's system memory 305. That is, In one aspect, upon completion of each segment's transfer, 
once the secqndary processor's CPU processes the image the secondary processor 302 programs the scatter loader con-
header. in its memory 305 and programs the scattl;ll' loader trailer 304 to transfer the next segment and starts authentica-
controller 304, the scatter loader controller 304 knows 30 tiC>g.oftJ:iesegm~ntthatwasjusttransferred. Thisenablesthe 
exactly where the image segments need to go within the scatter loader control_le_r 304 to transfer data while the sec-
secondary processor's system memory 305, and thus the ondary processor 302 performs the authentication. Authenti-
hardware scatter loader controller 304 is then programmed cation .here refers generally to checking the integrity and 
accordingly to transfer the data segments djrectly into their authenticity of the received data. The details of the authenti-
target destinations. In the example ofFIG. 3, the scatter loader 3_5 cation_mec;hanism .ire outside the scope of this disclosure, and 
controller.304 receives the image segments and scatters them any suitable authentication mechanism (includin:gthose well-
to different locations in the system memory 305. In one known in the art) may be employed as may be desired in a 
aspect, the exectrtable software image is loaded into the sys- given implementation. The above-mentioned parallelism can 
tem memory of the secondary processor·without an entire also apply to other post-transfer processing that may be 
executable software image being stored in the hardware 40 desired to performed by the secondary processor 302 in a 
buffer of the secondary processor. given implernentlltion. 

Accordingly, no extra memory copy operations occur in As soon as the last segment of the last image is transferrecl 
thlal secondary processor in the above aspect. Thus, conven- and authenticated, the secondary processor 302 may continue 
tional techniques employing a temporary buffer for the entire with the boot process and execute transferred images. 
image, and the packet header handling, etc., are bypassed in 45 In one aspect, the modem (secondary) processor 110 
favor of a more efficient direct loading process. Thus, the executes a boot loader from an embedded boot read"Only 
exemplary load process of FIG. 3 does not require the inter- memory (ROM). In.such an aspect, executing the boot ROM 
mediate buffer operations traditionally required for loading a from the b.µ-dware eliminates the need for flash memory or 
software image from a primary processor to a secondary devices on the modem side. The ROM code may be ex~~ 
pro_c_essor. Instead of scatter loading from a temporary buffer 50 by the silicon itself. 
holding the en.tire image, the exemplary load process ofFIG. FIG. 4 is a flowchart illustrating a scatter loading method 
3 allows for direct scatter load the image segments to 1:4~ a~ording to one aspect of the present disclosure.As shown in 
respective target destinations directly from the hardware to block 402, a secondary processor receives, from a primary 
the syst~ memory. Once the image header is processed, the processar via ari inter-chip communication bus, an image 
executable ir!iage is directly sca~er loaded into target 55 header for an executable software image for the secondary 
memory, bypassing farther CPU involv~en~. proce_ssor that is stored in memory coupled to the primary 

Conventionally, when an external interface is involved proce_ssor, the executable software image comprising the 
( e.g., as is used in conimunicating image data from a ptjmary i.J;nage ~der and at least one data segment. As shown in 
processor to a secondary processor), some mechanism is block 404, the secondary processor processes the image 
required to transport that data so that both processors know 60 header to determine at least one location within system 
wha,t the actual data is and how to read the data. Often, the memory to which the secondary processor is coupled to store 
~ to be trl!nsferred over an external interface is packetized the at least one data segment. As shown in block 406, the 
with each packet including a header desi;rlbillg the data con, sE!Condary processor receives, from the primary processor via 
tained within the packet. For instance, in a ~ss_fon con- the inter-chip communication bus, the at least one data seg-
trol protocol/internet protocol (TCP/IP) system where data is 65 IIJ.l;lllt_. As shown in block 408, the slalCondary processor loads 
being transferred over a networlc, overhead associated with the at least one data segment directly to the determined a~ least 
processing of packet headers arises. orie location within the system memory. 

Copy provided 6y USPTO from the PIRS Image Database on 04/05/2017 
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In one aspect an apparatus includes means for receiving an If implemented in firmware and/or software, the :functions 
executable image, means for processing an image header, may be stored as one or more instructions oi code on a 
means for receiving a data segment, and means for loading a computer-readable medium. E.xamples include computer-
data segment. These means may include a primary processor readable media encoded with a data structure and computer-
301, secondary processor 302, inter-bus co=unication bus 5 readable media encoded with a computer program. Com-
310, memory 305 or 307, non-volatile memory 306, control- puter-readable me&.a includes physical computer storage 
!er 304, or hardware transport mechanisms 308 or 309. Ii:I media A storage medium may be any available medium that 
another aspect, the aforementioned means m:ay be a module can be accessed by a computer. By way of example, and not 
or any apparatus corifigili'ed to perform the :functions recited limitation, such computer-readable media can include RAM, 
by the aforementioned means. 10 ROM, EEPROM, CD-ROM or other optical disk storage, 

In view of the above, a secondary processor's software magnetic disk storage or other magnetic storage devices, or 
image may be loaded from a primary processor via intercon- any other medium that can be used to store desired program 
nection bonds, like HS-USB or high speed interconnect, codeintheformofinstructionsordatastructuresandthatcan 
instead of loading the software image directly from non- 15 be accessed by a computer; disk and disc, as used herein, 
volatile memory connected to the secondary processor. The includes compact disc (CD), laser di_sc, optical disc, digit11i 
secondary processor may not be directly connected to non- versatile disc (DVD), floppy disk and blu-rey disc where 
volatile memory. Thus, aspects of the present disclosure may disks usually reproduce data magnetically; while discs repro-
reduce the time it takes to boot secondary processors in a duce data optically with lasers. Combinations of the above 
multi-processor systeni where secondazy processor images 20 should also be included within the scope of computer-read-
are transferred from the primary processor:, This reductio_n is able media. 
achieved by avoiding extra memory copy operations and In addition to storage on computer readable medium, 
enabling concurrent image transfers with background data instructions and/or data may be provided·as signals on trans-
processing, such a:s authentication. mission media included in a co=unication apparatus. For 

FIG. 5 is a block diagram showing an exemplary wireless 25 example, a co=unication apparatus may include a trans-
communic_ati_on system 500 in which an embodiment of the ceiver having signals indicative of instructions and data. The 
disclosm:emaybeadvantageouslyernploye<I..Forpurposesof instructions and data are c~gured to cause one or more 
illustration, FIG. 5 shows three remote units 520, 530, and processors to implement the :functions outlined in the claims. 
550 and two base stations 540. It will be recognized that Although specific circuitry has been set forth, it will be 
wireless co=unication systems may have many more 30 appreciated by those skilled in the art that oot all of the 
remote uniis and b~ stations. Remote units 520, 530, and disclosed circuitry is required to practice the disclosure. 
550 include IC devices 52!;,A, 525C ~<i 52SB, that include Moreover, ce~ well known circuits have not been 
the disclosed MR.AM. I twill be recognized thatotherdevices described, to maintain focus on the disclosure. 
may also include the disclc:ised MRAM, such as the base Although the present disclosure and its advantages have 
stations, switching devices, and network equipment. FIG. 5 35 been described in detail, it should be understood that various 
shows foiward link signals 580 from the base station 540 to changes, substitutions and alterations can be m:ade herein 
the remote units 520, 530; and 550 and rev~rse link signals without depllrting :(rom tl;ie teci;lµ<:>logy ofth1: disc;losure as 
590 from the remote units 520, 530, and 550 to base stations defined by the appended claims. For exam.pie, relational 
540. terms, such as "above'J and "below" are used with respect _to 

In FIG. 5, remote unit 520 is shown as a mobile telephone, 40 a substrate or electronic device. Of course, if the substrate or 
remote unit 530 is shown as a portable computer, and remote electronic device is inverted, above becomes below, and vice 
unit 550 is shown as a fixed location remote unit in a wireless Vtll'Sa. Additionally, if oriented si~ys, a!>ove and below 
local loop system. For example, the remote units may be may refer to sides of a substrate or electronic device. More-
mobile phones, hand-held persorial comi:riimication systems over, the scope of the present application is not intended to be 
(PCS) units, portable data units such as p¢rsorial data assis- 45 limited to the particular embodiments of the process, 
iants, GPS enabled devices, navigation devices, settop boxes, machine, manufacture, composition of matter, means, meth-

-music players, video players, entertainment units, fixed Joca- ods and steps descn'bed in the specifi~tio!lc, As one of ordi-
tion data units such as meter reading equipment, or any other nary skill in the art will readily appreciate from the disclosure, 
device that stores or retrieves data or computer instructions, processes, machines, manufacture, compositions of matter, 
or any combination thereof. Although FIG. 5 il_lustrates 50 m:ean:s, methods, or steps, presently existing or later to be 
remote units according to the teachings of the disclosure, the developed that perform substantially the same function or 
disclosure is not limited to these exemplary illustrated units. achieve substantially the same result as the conesponding 
Embodiments of the disclosure may ]>e suitably employed in embodiments descri~ herein may be utilized, according to 
any device which includes MR.AM. the present disclo~e. Accordingly, the appended claims are 

For a fimiware and/or software implementation, the meth- 55 intended to include within their scope such processes, 
odologies may be implemented with modules (e.g., proce- machines, manufacture, com.positions of matter, means, 
dµres, func1:ions, and so on) that perform the :functions methods, or steps. 
described herein. Any machine-readable me4iwn tangibly 
em.bodying instructions may be used in implementing the 
methodologies described herein. For example, software 60 

codes may be stored in a memory and executed by a processor 
unit Memory may be implemented within the pro~sor unit 
or extemal to the processor unit. As used herein the term 
"memory'' refers to any type oflong term, short term, volatile, 
nonvolatile, or other memory and is not to be limited to any 65 

particular type of meniory or number of memories, or type of 
media upon which memory is stored. 

What is claimed is: 
1. A multi-processor system comprising: 
a secondary pl'Qeessor comprising: 

system memory and a hardware buffer for rec~iving an 
image header and at l~t one data ~nt of an 
executable software image, the image header and 
each data segment-being received separately, and 

a scatter loader controller configured: 
to load the image header; and 

Copy provided by USPTO from the PIRS l111age Daiallase on <14/05/2017 
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to scatter load eai:h received data segment ba_sed at 
least in part on the loaded image header, directly 
from the hardware buffer to the system memory; 

a primary processor coupled with a memory, i:he 
memory storing the executable software i.J:!iage for tlle 5 

secondary processor; ~ 
anjnterface commµp.ica,tively coupling the primary pro

cessor and the secondary processor, the exec:u_ta_ble 
software image being received by the secondary pro-
cessor via the interface. IO 

2. The multi-processor system of claim 1 in which the 
scatter loader controller is configured to load the executable 
software image directly from the hardware buffer to the sys
tem memory of the secondary processor without copying data 15 
between system memory locations on the secondary proces
sor. 

3. The multi-processor system of claim 1 in which raw 
image data of the executable software image is received by 
the secondary processor via the interface. 

4. The multi-processor system of c1aim 1 in which the 
secondary processor is configured to process the image 
header to determine at.least one location within.the system 
memory to store the at least one data segment. 

20 

5. The multi-processor system of claim 4 in which the 25 

secondary processor is configured to determine, based on the 
received image header, the at least one location within the 
system memory to store the atlea:stone data segineD! b~fore 
rec·eiving the at least one data segment. 

6. The multi-processor systt:m of claim 1, in which the 30 

secondary processor further comprises a non-volatile 
memory storing- a boot loader that initiates transfer of the 
executable software image for the secondary processor. 

7. The multi-processor system of claim 1 in which the 
primary and secondary processors are locat:ed on different 35 

chips: 
8. _The multi-processor system of claim 1 in which the 

portion of the executable software image is loaded into the 
system memory of the secondary processor without an entire 
executaJ,le software image being stored in the hardware 40 

buffer. 
9. The multi-processor systein of claim 1 integrated into at 

14 
U. Th,e method of claim 10 furth~r comprising booting the 

secondary processor using the executable software image. 
12. The method of claim 10 further comprising loading the 

executable software image directly from a hardware buffer to 
the system mi=mory ofti:l.e secondary processor without copy
ing data between system memory locations. 

13. Theriiethod of clairiJ. 10 in which the processing occurs 
prior to the loading. 

14. The method of claim 10 in which the primary and 
secon,dary processors are located on different chips. 

15. The method of claim 10 further comprising perfoi:mmg 
the receiving, processing, and loading, in at least one. of a 
mobile phone, a settop box, a music pliiyer, a video pliiyer, an 
entertainmeDl unit, a navigation device, a comp_uter, a hand
held personal commUJJ.ii:ation systems (PCS) unit, a portable 
data unit, and a fixed location data unit. 

16. An apparatus comprising: 
means for receiving at a secondary processor, frorii a pri

mary processor via an inter-chip communication bus, an 
image header foran executable software image for the 
secondary processor that is stored in memory coupled to 
the primary processor, the executable software image 
comprising the image header and.atJeast one data seg
ment, the image header and each data sqpnent bein,g 
received separately; 

means for processing, by the secondary processor, the 
image header to determine at least one location within 
system memory to which the secondary processor is 
coupled to store each data segment; 

means for receiving aJ the secondary processor, from the 
primary processor via the inter-chip COJl!ID.llDi_cation 
bus, each data segment; and 

means for:sciitterloaciing, by the secondaryprocessor, each 
data segment directly t_o the determined at least one 
location within the system memory, and each data seg
ment being scatter loa!led based at least in part on the 
processed image header. 

17. The apparatus of claun 16 integrated into at least one of 
a mobile phone, a set top box, a music player, a video player, 
an entertllinment unit, a ~gation device, a comput_er, a 
hand-he!~ personal communication systems (PCS) unit, a 
portable data uriit, and a fixed location data unit. 

least one ofa mobile phone, a set top box, a music player, a 
video player, an entertainment unit, a navigation device, a 
computer, a hand-held personal communication systems 45 ' 

(PCS) unit, a portable data unit, and a fixed location data unit. 

18. Amuiti-processor system comprising: 
a primary processor coupled with a first non-volatile 

m~mory, the first non-volaµle memory coupled to the 
primary processor and storing a file system for the pri
mary processor and executable images for the primary 
processor and secon,dary p_roc_essor; 

10. A method comprising: 
receiving at a sec.ondary processor, from a primary proces

sor vi.a an inter-chip communication bus, an image 
header for an executable software image for the second- 50 

ary processor that is stored in memory coupled to the 
primary processor, the executable software image com
pdsing the image header and at least one data segment, 
the image header and each data segmem being received 
separately; 

processing, by the secondary processor, the image header 
to cieu:rmine at least one location within system memory 
to which the secondary processor is coupled tp $)re 
each data segment; · 

55 

receiving iit the secondary processor, from the primary 60 

processor via the mter-chip communication bus, each 
data segnieD!; and 

scatter loading, by the secondary processor, each data seg
ment reedy to the determined at least one lo.cation within 
ti:l.e syst~qi m~ory; and ea<:h 4ata SegI!!ElilJ being scatter 6S 
loaded based at least in part on the processed image 
header. 

a secondary processor coupled with a second non-volatile 
memory, the second non-voliitile memory coupled to the 
secondary processor. and storing configuration p·aram
eters 3!1~ file sy~em for the secondary processor; and 
an interface communicatively coupling the primary pro-

cessor and the secoiidaiy processor, an executable 
s:Oftware image being received by the secondary pro
cessor via the interfa~e, the executable software 
i!nage comprising an image hi=ader l!D-d at least one 
data segment, ~e image header and each data seg
mentbeing received separately, and the image header 
bemg used to scatter load each received data segment 
directly to a system memory of the secondary proces
sor. 

19. The multi-processor system of claim 18 integrated in1<> 
at least one ofa mobile phone, a set top box, a music player, 
a video player, an entertainment~ a navigation device, a 
computer, a hand-held personal communication systems 
(PCS) unit, a portable data unit, and a fixed location data unit. 
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20. A multi-processor system comprising: 
a primary processor coupled with a first non-volatile 

memory, the fi,r.;t non-vol_atj]e memory coupled t<> the 
primary processor and storing executable images and 
file syst~ms for the pijmary and secondary processors; 5 

a secondary processor not directly coupled to tile fiI:st non
volatile memory; and 
an interface communicatively coupling the primary pro

cessor and the secondary processor, an executable 
software image being is received by the secondary 10 

processor via the interface, the executable software 
image comprising an image header and at least one 
data segment, the image header and each data seg
ment being received s~arately, and the image header 
being used to scatter load ~ch received dati1 segment 1

-5 

directly to a system memory ofth,e secondary proces
sor. 

21. The multi-processor system of claim 20 integrated into 
at !~st one of a mobile phone, a set top box, a music player, 
a video player, an entertainment unit, a navigation devic::e, a 20 

computer, a hand-held personal communication systems 
(PCS) unit, a portable data unit, and a fixed location data unit. 

16 
22. A method comprising: 
sending, from a memory coupled to a primary processor, an 

executable software image for a secondary processor, 
via an interface communicatively coµpling tj}e PrllIJ!UY 
processor and secondary processor, the executable soft
ware image comprising an image header and at least cine 
data segment; 

receiving, at the secondary processor, the image heaqer and 
each dlita segment of the executable software image, the 
i.t;nage header and each data segment being received 
~_arately, and the image header being used to scatter 
load each received data segment diiectly to a system 
memory of the secondary processor; and 

executing, at the secondary processor, the executable soft-
ware iinage. · ··· · · ·· 

23. The method of claim 22 further comprising perfciiniliig 
the sending, receiving, and executing, in at least one of a 
mobile phone, a set top box, a music player, a video player, an 
entertainment unit, a navigation device, a comput~r; a lui!i_d
held personal COIDJI1.unication systems (PCS) unit, a portable 
data unit, and a fixed location data unit. ..... ~ 
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POWER SAVING TECHNIQUES IN 
COMPUTING DEVICES 

PRIORITY CLAIMS 

Toe present application claims priority to U.S. Provisional 
Patent Application Ser. No. 61/916,498 filed on Dec. 16, 
2013 and entitled "POWER SAVING TECHNIQUES IN 
COMPUTING DEVICES," which is incorporated herein by 
reference in its entirety. 

2 
timer. Toe data is then passed to an application processor in 
the computing device ove_r a peripheral component inter
connect express (PCie) interconnectivity bus. On receipt of 
the data from the modem processor, the application proces-

5 sor sends data held by the application processor to the 
modem processor over the PCie interconnectivity bus. Toe 
application processor also has an uplink timer. Ifno data is 
received from the modem processor before expiration of the 
uplink timer, the application processor sends any collected 

10 data to the modem processor at expiration of the uplink 
timer. However; if data is received from the i;nodem proces
sor, the uplink timer is reset. By holding or accumulating the 
data at a soun:e processor in this fashion, illl.oecessazy 
transitions between low power states and active states on the 

15 Pele bus are reduced and power is conserved. 
In an alternate aspect, instead of initiating data transfer 

based on the expiration of the downlink timer (with or 
without expiration of the uplink timer), accumulated data 

I. Field of the Disclosure transfer may be initiated based on expiration of just an 
Toe technology of the disclosure relates generally to 20 uplink accumulation timer. Toe uplink accumulation timer 

Toe present applicatiqn also claims priority to U.S. Pro
visional PatentApplication Ser. No. 62/019,073 filed on Jun. 
30, 2014 and entitled "POWER SAVING TECHNIQUES IN 
COMPUTING DEVICES,'' which is incorporated herein by 
reference in its entirety. 

BACKGROUND 

power saving techniques in computing devices. may be within a host or a device associated with the 
II. Background interconnectivity bus. _ 
Coil:lputing devices are co=on within i;nodem society. In another alternate aspect, initiation of the data transfer 

Ranging from small, mobile computing devices, such as a may be based on reaching a predefined threshold for a byte 
smart phone or tablet, to large server faims with numerous 2_5 accumulation limit counter. Toe byte accumulation limit 
blades and memory banks, these devices are expected to counter is not mutually exclusive relative to the other 
co=unicate ac_ross myriad networks while providing vari- counters and may operate as an override mechanism for one 
ous other base functions. While desktop devices and servers of the other accumulation timers. Use of such an override 
are generally immune to concerns about power consump- may be US!lful in situations where a sudden burst of data 
tion, mobile devices constantly struggle to find a proper 30 arrives that would exceed bufi'er space and/or bus band-
balance between available functions and battery life. That is, width. Likewise, instead of a byte counter, a packet size 
as more funci:ions are provid_eg, power consumption counter or a "total number of packets" counter may be used 
increases, and battery life is shortened. Servers may likewise to cover situations where numerous packets or a particularly 
have power consumption concerns when assembled in large large packet is delivered by the network. 
server fan::ns. 35 In further aspects of the present disclosure, the timers DlllY 

Concurrent with power consumption concerns, improve- be overridden by other factors or parameters. Such an 
ments in netwOik co~l!Illcatio11S hllve increased data rates. override is alluded to above with the byte accumulation limit 
For example, copper wires have been replaced with higher counters and the total number of packets counter, which 
bandwidth fiber optic cables, and cellular networks have caus!ls data transfers independently of the timers. Other 
evolved from early Advanced Mobile Phone System 40 parameters may also override the tim_ers, such as the pres-
(AMPS) and Global System for Mobile Communications ence of low latency traffic (e.g., control messages), synchro-
(GSM) protocol.s to 4G and Long Term Evolution (LTE) :ni.zing the uplink and downlink data transfers, or low latency 
protocols capable of supporting much higher data rates. As quality of service requirements. When such traffic is present, 
the data rates have increased, the need to be able to process an inteITUpt or other co=and may be u8'ld to initiat!l data 
these increased data rates within computing devices has also 45 transfers before expiration of a timer. Still other factors may 
increased. Thus, earlier mobile computing devices may have override the timers, such as an indication that a device or 
had internal buses formed according to a High Speed host is not in a:n automatic polling mode. 
Inter-Chip (HSIC) standard, · universal serial bus (USB) In this regard in one aspect, a mobile terminal is disclosed. 
standard (and particularly USB 2.0), or universal asynchro- Toe mobile terminal comprises a modem timer. Toe mobile 
nous receiver/transmitter (UART) standard. However, these 50 terminal also comprises a modem processor. The modem 
buses do not support current data rates. processor is co:n:figured to bold modem processor to appii-

In response to the need for faster interrial buses, the cation pro~essor data u.o,til expira~on of the modem timer. 
peripheral component interco~t express (PCie) standard, Toe mobile terminal also comprises an application proces-
as well as, later generations of USB (e.g., USB 3.0 anc:l sor. Toe mobile termiria1 also cOIIiprises an interconnectivity 
subsequent versions) have been adopted for some mobile 55 bus corilrilunicatively coupling the application processor to 
computing devices. However, while Pele and USB 3.0 can the modem processor:. The application pi:o~ssor i_s ~:n:fig-
handle the high data rates currently being usej), usage of ured to hold application processor to modem processor data 
such bµses results in excessive power CO,!lS1JIIlption and until receipt of the modem processor to application proces-
negatively impacts battery life by shortening the time sor data from the modem processor through the intercon-
between recharging events. 60 nectivity bus after which the application processor to 

SUMMARY OF TIIB DISCLOSURE 

Aspects disclosed in the detailed description J.CClude 
power saving techniques in computing devices. In particular, 
as data is received by a modem processor in a computing 
device, the data is held until the expiration of a modem 

modem processor datl. is sent to the modem processor 
through the interconnectivity bus. 

In another aspect, a method of controlling power con-· 
sumption in a computing device is disclosed... Toe method 

65 comprises holding data received by a modem processor from 
a remote network. until expiration of a downlink timer. Toe 
method also compris!lS passing the data received by the 
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modem processor to an application processor over an inter
connectivity bus. Thi: meti).od also comprises holding applis 
cation data generated by an application associated with the 
application processor for until receipt of the data from the 
modem processor or expiration of an uplink timer, whi<:h- s 
ever occurs first. 

In another aspect, a mobile terminal is disclosed. The 
riiobile terminal comprises a modem processor. The mobile 
terminal also co~prises ar:i application timi:r. The mobile 
terminal also comprises an application processor. The appli- 10 

cation processor is configured to hold application processor 
to modem processor data until expiration of the application 
timer. The mobile terminal also comprises an interconnec
tivity bus communicatively coupling the application proces
sor to the modem processor. The modem processor is IS 

configured to hold modem processor to applic·atiori proces
sor data until receipt of the application processor to modem 
processor data frolll the appli1::ation processor through the 
interconnectivity bus after which the modem processor to 
application processor data is serit to the application proces- 20 

sor through the interconnectivity bus. 
In another aspect, a mobile terminal is disdos_ed. The 

mobile terminal comprises a modem byte accumulation limit 
counter. The mobile terminal also comprises a modem 
processor. The modem processor is configured to hold 2s 
modem processor to application processor data until a 
predefined threshold of bytes has been reached by the 
modem byte accumulation limit counter. The mobile termi
nal also comprises an application processor. The mobile 
terminal also comprises an interconnectivity bus ccimriiuni- 30 

catively coupling the application processor to the modem 
processor. The appli1:11t:ion processor is cqnfigured to hold 
application processor to modem processor data until receipt 
of the modem processor to application processor data from 
the modem processor through the interconnectivity bus after 35 

which the application processor to mod~m processor data is 
sent to the modem processor through the interconnectivity 
bus. 

With regai:ds to another aspect, a mobile terminal is 
disclosed. The mobile terminal comprises a modem packet 40 

counter. The mobile ten:ninal al_so compr.ises a modem 
processor. The modem processor is configured to hold 
modem processor to application processor data until a 
predefined threshold of packets has been reached by the 
modem packet counttlr. The Ill.obile terminaJ also comprises 45 

an application processor. The mobile terminal also com
prises an interconnectivity bus communicatively coupling 
the application processor to the modem processor. The 
application processor is configured to hold application pro
cessor to modem processor data until receipt of the modem so 
processor to application processor data from the inodem 
processor through the interconnectivity bus after which the 
application processor to modem proces_sor data is sent to the 
modem processor through the interconnectivity bus. 

4 
interconnectivity bus after which the modem processor to 
applic.ation processor data is sent to the application proces
sor through the interconnectivity bus. 

In another aspect, a mobile terminal is disclosed. The 
mobile tenninal comprises a modem processor and an 
application packet counter. The mobile terminal also com
prises an application processor. The application processor is 
configured to hold application processor to modem proces
sor data until a predefined threshold of packets has been 
reached by the application packet counter. The mobile 
terminal comprises an interconnectivity bus co=unica
tively coupling the application processor to the modem 
processor. The modem processor is configured to hold the 
modem processor to application processor data until receipt 
of the application proc~ssor to modem processor data from 
the application processor ~ugh th~ ~terconnectivity bu_s 
after which the modem processor to application processor 
data is sent to the application processor through the inter
connectivity bus. 

With regards to another aspect, a method is disclosed. The 
method comprises starting an application timer at an appli
cation processor. The method also comprises accumulating 
data at the application processor until expiration of the 
application timer. The method cpmprises sending the aCCJJ
m11lated qata from th~ application proces_sor to a modem 
processor across an interconnectivity bus. The method fur
ther comprises holding modem processor data at the modem 
processor until receipt of the accumulated data from the 
application processor. 

In another aspect, a mobile terminal i_s disclosaj.. Th~ 
mobile terminal comprises a modem timer. The mobile 
terriiinal also comprises a modem processor. The modem 
processor is c_onfigured to hold modem processor to appli
cation proces_sor ~a until expiration of the modem timer. 
The mobile terminal als_o comprise_s an application proces
sor. The mobile terminal also comprises an interconnectivity 
bus communicatively coupling the application processor to 
the modem proces_sor. The application processor is config
ured to hold applicatio_n processor to i:nodeQ:l processor data 
until the modem processor pulls data from the application 
processor after transmission of the m.odem processor to 
application processor data. 

BRIEF DESCR1PTION OF THE FIGURES 

FIG. 1A is a simplified view of a mobile comp1lting 
device operating with remote networks; 

FIG. 1B is a simplified view of a mobile terminal oper
ating with remote networks; 

FIG. lC is·an expanded block diagram view of the ll).fJbile 
terminal ofFIG. 1B with an interconnectivity bus illustrated; 

FIG. 2 is a block diagram of the mobile terminal ofFIG. 
1B; -

FIG. 3 is an exemplary time versus link power graph in a 
conventional computing device; 

FIG. 4 is a flowchart of an exemplary process for achiev
ing power savings in ti).e mobile term,iJ;J,al of FIG. 1B; 

FIG. S is an exemplary time versus link power graph in a 
mobile computing device using the process of FIG. 4; 

60 FIG. 6 is a flowchart of another exemplary process for 

Iii another aspect, a mobile terminal is disclosed. The ss 
mobile terminal compri~s a modem processor. The mobile 
terminal also comprises an application byte counter. The 
mobile terminal also comprises an application processor. 
The application processor is configured to hold application 
processor to modem processor data until a predefined thresh
olcl. of bytes l;ia_s been reached by the application byte 
counttir. The i:nobile terminal also compri~s an ~ercon
nectivity bus communicatively coupling the application pro
cessor to the modem proces·sor. The modem processor is 
configured to hold modem processor to apj>Hcat:ion proces- 65 

sor data until receipt of the application process0r to modem 
processor data from the appliClltion processor through the 

achieving power savings in the mobile computing device; 
FIG. 7 is an exei;nplary timi: versus link power graph in 

the mobile computing device using the process of FIG. 6; 
FIG. 8 is a flowchart of an exemplary process that uses a 

byte counter to control data accumulation; 
FIG. 9 is a flowchart of a:n exemplary process that uses a 

packet counter to control data accumulation; 
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FIG. 10 is a flowchart of a consolidated accumulation 
process with overrides illustrated from a downlink priority 
perspective; 

FIG.11 is a continuation of the flowchart of FIG. 10; and 
FIG. 12 is a simplified flowchart of a consolidated accu- 5 

mulation process with overrides illustrated from an uplink 
priority perspective. 

DETAILED DESCRIPTION 

6 
While it is contemplated that the power saving techniques 

of the present disclosure are used in mobile terminals, such 
as smart phones or tablets, the present disclosure is not so 
limjted. Accordingly, FIGS. lAand 18 illustrate computing 
devices coupled to remote networks via modems that may 
implement exemplary aspects of the power saving tech-
niques of the present disclosure. In this regard, FIG. lA 
illllStrates a computing device 10 coupled to a network 12, 
which, in an exemplary aspect, is the internet. The comput-

10 ing device 10 may include a housing 14 with a central 
processing unit (CPU) (not illustrated), therein. A user may 
interact with the computing device 10 through a user inter
face formed from input/output elem~nts such as a monitor 

With reference now to the drawing figures, several exem
plary aspects of t,h~ prest:nt disclosure are descnoed The 
word "exemplary" is used herein to mean '·'serving as an 
example, instance, or illustration." Any aspect described 
herein a:s "exemplary" is not necessarily to be construed as 15 
preferred or advantageous over other aspects. 

Asp~ disclosed in the det.ailed description inclucl.e 
power saving techniques in computing devices. In particular, 
as data is received by a modem processor in a computing 
device, the data is held until the expiration of a modem 20 

timer. n:,.e data is them pa5:5ed to Ill). application processor in 
the computing device over a peripheral component inter
comiect express (PCie) interconnectivity bus. On receipt of 
the data from the modem p.rocessor, the application proces-

16 (sometimes referred to as a display), a keyboard 18, 
liiid/or a mouse 20. I.ti. some aspects, the monitor 16 ma:y be 
incorporated into the housing 14. While a keyboard 18 and 
mouse 20 11re illl!strated input devices, the monitor 16 may 
be a touchscreen display, which may supplement or replace 
the keyboard 18 and mouse 20 as an input device. Other 
input/output .devices may also be present as is well under
stood in conjunction with desktop or laptop style computing 
devices. While not illustrated in FIG. iA. the liousing 14 
may also include a modem, therein. The modem may be 
positioned on a network interface card (NIC), as is well 
understood Likewise, a router and/or an additional modem 
may be e.xt~ to the housing 14. For example, the com-
puting device 10 may couple to~ network 12 thz:ough a 
router and a cable modem, as is well understood However; 
even where such external routers and modems a:re present, 
the computing device 10 is likely to have an internal modem 
to effectuate communication with suc::h external routers and 
modems. 

In acldition to the computing device 10, exemplary aspects 
of the present disclosure ma:y also be implemented o:n a 

sor sends data held by the application processor to the 25 
modem processor over the PCie ~terconnectivity bus. The 
application processor also has an uplink timer. If no data is 
received.from the modem processor before expiration of the 
uplink timer, the application processor sends any collected 
data to the modern procElSsor at expiration of the uplink 30 

timer. However, if data is received from the modem proces
sor, the uplink timer is reset. By holding or accumulating the 
data at a source processor in this fashion, unnecessary 
transitions between low power states and active states on the 
PCie bus are reduced and power is conserved. 

In an alternate aspect, instead of initiating data transfer 
based on the expiration of the downlink timer (with or 
without expiration of the uplink timer), accumulated data 
transfer may be initiate4 b.ased on expiration of just an 
uplink aCCUll).ulation t~. The uplink accumulation tim~r 40 

may be within a host or a device associated with the 
interconnectivity bus. 

35 iµobil~ terajnal, whic::h is a fon:n of computing device as that 
term is used herein. In this regard, an exemplary aspect of a 
mobile terminal 22 is illustrated in FIG. 18. The mobile 
terminal 22 may be a sm:a:rt phone, such as a SAMSUNG 

In another alternate aspect, initiation of the data transfer 
may be based on reaching a predefined threshold for a byte 
accumulation limit counter. The byte accumulation limit 45 
counter is not mutually exclusive relative to the other 
counters and may operate as ail override mechanism for one 
of the other accumulation timers. Use of such an override 
may be useful in situations where a sudden burst of ~ 
a.trives that would exceed buffer space and/or bus band- 50 

width. Likewise, instead of a: byte collliter, a packet size 
counter or a "total number of pac.kets" counter may be used 
to cover situations where numerous packets or a particularly 
a l.arge packet is delivered by the network. 

In further aspects of the present disclosure, the timers may 55 

be overridden by other factors or p~~ers. Such an 
override is alluded to above with the byte accumulation limit 
counters and the total number of packets counter, which 
causes data transfers independently of the timers. Other 
parameters may also oveniiie the timers, such as the pres- 60 
ence oflow latency traffic (e.g., control messages); synchro
nizing the uplink and downlink data transfers, or low latency 
quality of service requirements. When such traffic is present, 
a:n interrupt or other command may be used to initiate data 
transfers before expiration of a timer. Still other factors may 65 

override the timers, such ~ an indication that a device or 
host is not in an a~omatic polling mode. 

GALAXY™ or APPLE iPHONE®. Instead of a smart 
phone, the mobilll t~ 22 may be l1- cellular t~ephone, 
a tablet, a laptop, or other mobile computing device. The 
mobile terminal 22 may communicate with a remote antenna 
24 associated with a base station (BS) 26. The BS 26 may 
communicate with the public land mobile network (PLMN) 
28, the public switc:h,ed telephone network (PSTN, not 
shown), or a network 12 ( e.g., the internet), similar to the 
network 12 in FIG. lA. It is also possible that the PLM:N 28 
communicates with the internet (e.g., the network 12) either 
djrect]y or through an intervening network ( e.g., the PSTN). 
It should be appreciated that most contemporary mobile 
temiinals 22 allow for various types of communication with 
elements of the network 12. For example, streaming audio, 
streaming video; and/or web browsing are all common 
functions on most contemporary mobile tenninals 22. Such 
functions are enabled through applications stored in the 
memory of the mobile terminal 22 and using the wireless 
transceiver of the mobile termiilal 22.-

To effectuate functions, such as streaming video, data 
arrives from the remote antenna 24 at an antenna 30 of the 
mobile terminal 22, as illustrated in FIG. 1C. The data is 
initially p~essed at a mobile cl.evice modem (MDM) 32 of 
the mobile terminal 22 and passed to an application proc~
sor 34 by an interconnectivity bus 36. In this context, the 
application processor 34 may be a host, and the MDM 32 
may be a device as those terms are used in the PCie standard. 
While exemplary aspects contemplate operating over a 
PCie-compliant interconnectivity bus 36, it is possible that 
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the interconnectivity bus 36 may comply with High Speed 
Interconnect (HSIC), Universal Asynchronous Receiver/ 
Transmitter (UAR'!), universaj serial bus (USB), or the like. 

A more detailed depiction of the components of the 
mobile terminal 22 is provided with reference to FIG. 2. In s 
this regard, a block diagram of sonie of the elements of the 
mobile terminal 2_2 of FIG. lB is iUustrated. TI:i.e mobile 
terminal 22 may include a receiver path 38, a transmitter 
path 40, the antenna 30 (mentioned above with reference to 
FIG. lC), a switch 42, a m:odem processor 44, and the JO 

application processor 34 (also introduced above in reference 
to FIG. lC). Optionally, a separate control system (not 
shown) may also be present with a CPU as is well under
stood. the application processor 34 and the modem proces
sor 44 are connected by the interconnectivity bus 36. The JS 

application processor 34 and/or the control system (if pres
ent) may interoperate with a user interface 46 and memory 
48 with software 50 stored therein. 

The receiver path 38 receives information bearing radio 
frequency (RF) signals from one or more remote transmit- 20 
~rs provided by a base station ( e.g., the BS 26 ofFIG. lB). 
A low noise amplifier (not shown) amplifies the signal. A 
filter (not shown) minimizes broadband interference in the 
received signal. Down conversion and digitization circuitry 
(not sho'Wt) down converts the filtered, received signal to an 2s 
intermediate or baseband frequency signal. The baseband 
:frequency signal is then digitized into one or more digital 
streams. The receiver path 38 typically uses one or more 
mixing frequencies generated by the :frequency synthesizer. 
The In~ processor 44 may include a base band processor ·30 
(BBP) (not shown) that processes the digitized received 
signal to extract the information or data bits conveyed in the 
signal. As such, the BBP is typically implemented in one or 
more digital signal processors (DSPs) within the modem 
processor 44 or as a separate integrated circuit (IC) as 3S 

needed or desired. 
With continued iefereilce to FIG. 2, on the tran:smit side, 

the m:odem proecessor 44 receives digitized data, which may 
rep~senJ voice, ~t,a, or control infomµ.):ion, froJ:11. the appli
cation processor 34, which it encodes for transmission. The 40 
em:oded data is output to the transmitter path 40, where it is 
used by a modulator (not shown) to modulate a carrier signal 
at a desired transmit frequeo._cy. An RF power amplifier (not 
shown) amplifies the modulated ca¢er signal to a level 
appropriate for transmission, and delivers the amplified and 4S 

modillated carrier .signal to the antenna 30 through the 
switch 42. Collectively, the modem processor 44, the 
receiver path 38, and the trml_smitter pa~ 40 fon;n the MOM 

8 
keypad and display may enable the user to input munbers to 
be dialed, access address book information, or the like, as 
well as monitpr call progres_s info~ion. The mlil!Ilory 48 
may have the software 50 therein, as noted above, which may 
effectuate exemplary aspects of the present disclosure. 

In conventional mobile terminals that have a PCie inter
connectivity bus (i.e., the interconnectivity bus 36), the PCle 
standard allows the interconnectivity bus 36 to be placed 
into a sleep mode. While placing the interconnectivity bus 
36 in a sleep mode generally saves p:ower, such sle.ep modes 
do have a dniwba<:k in that they consume relatjvely large 
amounts of power as they transition out of the sleep mode. 
This power consumption is exacerbated because of the 
asynchronous nature of the PCie intercomiectivity bus 36. 
That is, first data may arrive at the modem processor 44 for 
transmission to the application processor 34 at a time 
different than when the second data is ready to pass from the 
application processor 34 to the modem processor 44. This 
problem is not unique to the PCie interconnectivity bus 36. 

FIG. 3 illust;rates a time versus link power graph 52 that 
highlights how downlink data 54 may have a different 
transmission time than uplink data 56 within a given time 
slot 58. In particular, the interconnectivity bus 36 (FIG. 2) 
begins in a sleep or low power mode and transitions up to an 
active power m9de by µ:aJJSitjon 60 so that the downlink data 
54 may be transmitted to the application processor 34. 
However, the downlink data 54 may not occupy the entirety 
of the time slot 58, and the interconnectivity bus 36 may 
return to a low power sta:te .. However, subsequently, but still 
within the same time slot 58, the uplink data 56 from the 
application processor 34 is sent to the modem processor 44. 
Accordiilgly, the mteri:onnectivity bus 36 is again transi
tioned from the low power state to the active power state by 
a second transition 62. In an exemplary aspect, the time sjot 
58 is approximately one millisecond long. Thus, if two 
transitions (i.e., 60, 62) from low power to active power 
occilr every time slot 58, then thousands of transitions 60, 62 
occur every second. Thousands of transitions 60, 62 con
suxne substantjal amo~rs of pow~ and reduce the battery 
life of the mobile terminal 22. · 

Exemplary aspects of the present <lisclosure reduce the 
number of transi):ions (i.e., 60, 62) :from low power to active 
power by synclµ:onizjp.g packet tr.msl:ajssion from the 
modem processor 44 and the_ application processor 34, 
which in tum allows the link to be roaintaiaed in a lciw power 
m:ode more efficiently since the communication on the link 
is consolidated to eliminate. the second power state transi
tion. In an exemplary aspect, the data (i.e., the modem data) 
from the modem processor 44 transmits first, and the data 
(i.e., the application data) from the application processor 34 
is sent after arriv1_1I of the modem data and before the 
interconnectivity bus 36 can retum to the low power state. 
The synchronization is done through the use of timers at the 
modem processor 44 and the application processor 34. The 
timers may be longer ~ a time slot 58 of the int1:ICOn
nectivity bus 36. 

In a first exemplaiy aspect, the timer on the application 
processor 34 is longer than the timer on the modem proces
sor 44. The accumulation may be done on a per logical 

32 of FIG. lC (sometimes also referred to as a wireless 
modem). While the MDM 32 is specifically descnl>ed with so 
relation to the RF signals associated with a cellular signal, 
the present disclosure is not so limited. For example, a 
wireless modem using other wireless protocols may also 
benefit from inclusion of aspects of the present disclosure. 
Thus, · modems opi;rating according to stan~ such as ss 
BLUETOOTH®, the various IEEE 802.11 standards, Uni
versal Mobile Telecommunications System (UMTS), High 
Speed Packet Access (HSPA), Long Term Evolution (LTE), 
and other wireless protocols may all use aspects of the 
present disclosure. 60 channel basis. The timer may be configurable by the appli

cation processor 34 using a mechanism suitable to the 
iilteri:onnectivity bus 36. For example, on a fusion device 
using a modem host interface (MHI) over PC!e, the timer is 

With continued reference to FIG. 2, a user may interact 
with the mobile terminal 22 via the user interface 46, such 
as a microphone, a speaker, a keypad, and a display. Audio 
information encoded in the niceived signal is recovered by 
the BBP, and converted into an analog signal suitable for 6S 

driving the speaker. The keypad and display enable the user 
to interact with the mobile terminal 22. For example, the 

maintained for every inl)ound MHl channel and th;; time 
value used by the timers shall be configured via a MHI 
coIDIIlllD.<1 message or a PCie m~ry xnapped input/output 
(MMIO) device configuration register exposed via a base 
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address register (BAR). The BAR is a PCle standard defined the application processor 34 until it detects no further 
mechanism by which a host maps the regi*i:s of a device downlink data 54 activity. That is, the modem processor 44 
intp i~s virtual address map. For more information about may intersperse pulling the uplink data 56 while receiving 
MHI, the interested reader is referred to U.S. p·atent appli- the downlink data 54. If, however, no modem data is present 
cation Ser. N:o. 14/163,846, filed Jan, 24, 2013, which is 5 at the modem processor 44 when the modem timer expires, 
herein incorporllted by reference in its entirety. In other the application timer continues (i.e., another millisecond) 
exemplary aspects, the timer on the modem processor 44 is. (block 86). At the expiration of tbe application timer, the 
longer than the timer on the application processor 34. In still applicat:ion processor 34 sends any held data to the modem 
other exemplary aspects, counters may be used in place of processor 44 through the interconnectivity bils 36 (block 
timers. Toe counters may be bit counters, packet counters, 10 88). The process then repeats by starting over (block 90). 
packet size coup.ters, or the like. In other exemplazy aspects, As noted above, the uplink timer (i.e., the application 
use of such alternate counters may be combined with the timer) is, in an exemplary aspect, designed to be l<>nger than 
timers. In still other exemplary aspects, other override the do~ ~r (i:.e., the modem timer) to increase the 
criteria may allow for data to be sent before timer or counter uplink/downlink synchronization whenever the downlink 
expiration so as to reduce 1:i.tency and/or saµsfy the quality 15 timer expires. While holding data.for an extra time slot adds 
of service requirements. Toe present disclosure steps some latency, the brief amount added is l'lllldily absorbed by 
through each of these aspects in turn, beginning with the the application processor 34 .. Likewise, this latency is con-
situation where there ate two timers, and the application sidered acceptable for the power savings. For example, by 
processor 34 has a timer that is longer than the timtll" of the making the period of the modem timer twice the period of 
modem processor 44. 20 the time slot 58, the number of low power to active power 

In this regard, FIG. 4 illustrates an exemplary power transitions is potentially halvec:l. Likewise, by making the 
saving process 70. The process 70 begins with the intercon- period of the application timer six times the period of the 
nectivity bus 36 in a lowip:ower state (block72). The rg.odem time slot 58, the chance of being able to~'piggyback" onto 
timer and the application timer are started (block 74). The the active power state of the interconnectivity bus 36 caused 
timers may be software stores in the modem processor 44 25 by the modem data is increased, but still frequent enough 
and the application processor 34 or may be physical ele- that any uplink data 56 will still be sent in a timely fashion 
ments, as desired. Data is generated by the application even i_f there is no downlink data 54 to trigger releasing the 
processor 34 and data is received from the nE!tworlc 12 by the uplink data 56. Similar logic can be extended to synchronize 
modem processor 44. The application data is held at the traffic from multiple processors over the data link; In an 
application processor 34 (block 76), and the modem data is 30 exemplary aspect, the other processors may each have timer 
held at the modem processor 44 (block 78) while the timers values higher (i.e.-, lo!,1.ger) than that of the downlink timer, 
are running. As noted above, in an exemplary aspect, the anµ the processors can exchange their data availability 
time slot 58 of the interconm:ct:ivity blJS 36 is one millisec- information so that traffic on cine processor can trigger the 
ond In such an aspect, the modem timer may be approxi- data transfer on other procesSors if there is data available to 
mately two to six milliseconds, and the application timer is 35 transfer. 
three to seven milliseconds, or at least longer than the FIG. 5 ill11$:ates a graph 100 where the uplink data 56 
modem timer. The modem timer expires (block 80). If follows the downlink data 54 during an active period 102 of 
modem data is present, the mo~m data is ~leased by the the interconnectivity bus 36 (FIG. 2). As illustrated, there is 
modem processor 44 through the interconnectivity bus 36 to only cine transition 104 from low power to active power ptlr 
the application processor 34 (block 82). 40 time slot 58. Thus, by consolidating the data into a single 

The mechanism for data transfer may be initiated and active period 102, the overall time that is spent in low power 
controlled by the modem processor 44 (i.e., the device). For may be increased, thus resulting in power savings. Addi-
example, on a fusion device using MHI over PCie, the tionally, power spent trimsitioiling from a low power to 
modem processor 44 may poll (read) the MHI channel active power state is reduced by the elimination of the 
Context Write Pointer to determine data buffers where 45 second transition 62. 
downlink packets can be transferred. Toe application pro- While it is conceivable that the uplink data 56 could be 
cessor 34 updates the channel context data s1:ructure's Con- sent before the downlink data 54 (i.e., the application timer 
text Write Po~ter field to point to the data transfer descrip- is shorter than the modem timer), such is generally not 
tors without ringing an Inbound channel doorbell. The considered optimal because th~re are usually far more 
modem processor 44 may poll for updates on the Context 50 downlink packets thap. uplink packets. If this aspect is used, 
Write Pointer field as necessitated by dpwnlink traffic. When the application processor 34 may bwfer uplink data packets 
the m<>dem processor 44 runs out of buffers, i.e., a transfer into local m:emory prior to initiating transfer to the modem 
ring is empty, and no buffets ate present to transfer downlilik proces59r 44_. These acCUI!,1.ulated packets are controlled via 
data, the modem processor 44 may generate an event (e.g., an uplink accumulation timer. If there are plural chaxmels, 
an "out-of-buffer") notification to the application processor 55 then a timer may be applied to each channel independently. 
34, followed by an interrupt. Upon receiving the event When the application processor 34 is unable to use or does 
notification from the modem processor 44, the application not have an uplink t:im~, the modem processor 44 may be 
processor 34 shall provide data buffers by updating the able to iiistantiate an uplink timer, and upon expiry of the 
channel Contlllct Write Pointer and shall ring the Inbound uplink timer, will poll data from the application processor 
channel doorbell. 60 34. This exemplary aspect is explained in greattll" detail 

After arrival of the modem data at the application pro- below with reference to FIGS. 6 llild 7. 
cessor 34, the application processor 34 releases any appli- In this regard, FIG. 6 illustrates an exemplazy power 
cation data that has been held at the application processor 34 saving process 110. The process 110 begins with the inter-
and resets the application timer (block 84). Note that the connectivity bus 36 in a low power state (block 112). Toe 
application timer can run on the llloden:J. processo_r 44 or the 65 modem timer and the application timer ate started (block 
application processor 34. As an alternative, the modem 114). The timers may be software stored in the mo~m 
processor 44 may continue to pull the uplink data 56 from processor 44 and the application processor 34 o_r n:iay be 
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phys_ical elements as ~ired. Data is generated by thtl ets threshold, si~ of packet threshold, or the like) or 
application processor 34 and data is received from the downlink accumulation expiry timer values (e.g., from 
network 12 by the modem processor 44. The application among the various channels) as the effective downlink 
data is held a~ the appli~ation processor 34 (block 116), and accumulation timer expiry value. Intelligent modem proces-
the modem data is held at the modem processor 44 (block 5 sors 44 may also dynamically override or alter the doWiilink 
118) while the timers are riliiniiig. As noted above, in an accumulation timer value depending on the downiink traffic 
exemplary aspect, the time slot 58 of the interconnectivity pattern, and/or may adjust the doWiilink accumulation timer 
bus 36 is one milljsecond In such an aspect, the app_li_cation to achieve a des_ired quality of ~ce (Qo_S) for data and/or 
timer may be approximately two milliseconds, and the to control traffic. A change of configuration can be triggered/ 
modem timer is three milliseconds, or at least lcinger than the 10 controlled by the application processor 44 or aiiy other 
application timer. The application timer expires (block 120). processor in the system as well, via MHI control or QMI 
If application ~t.a is present, the application dat.a i_s released signaling (suc_h as, for inter process signaling). 
by the appli_cation processor 34 through the interconnectivity In addition to, or in place of, downlink and uplink t_imez:s, 
bus 36 to the modem processor 44 (block 122 ). a byte accimiulation limit counter Iiiay also be used by the 

After arrival of the application data at the modem pro- 15 modem processor 44 for downlink traffic and the application 
cessor 44, the modem process.or 44 releases any modem data processor 34 for uplink traffic. This aspect may be advan-
ti)at has been held at the modem processor 44 and resets the tageous in situations where thtire is a sudden burst of data 
modem timer (block 124). Note that the application timer pushed by the network or application. Note t!iat this aspect 
caii run on the modem processor 44 or the application is not mutually exclusive and may be implemented as an 
processor 34. Likewise, the modem timer can run on the 20 override mechanism for either downlink or uplink timers. 
modem processor 44 or the application processor 34. For exam.pie, if the downlink accumulation timer is set 

With contin11ed reference to FIG. 6, if no application data relatively high to conserve power, a sudden bui:st of data 
is present at the application processor 34 when the applica~ may exceed the buffer capacity of the modem processor 44, 
tion timer expires, the Iiiodem timer continues (i.e., another or if allowed to accumulate iii memory of the modem 
millisecond) (block 126). At the expiration of the modem 2s processor 44, this burst of data may exceed bus bandwidth 
timer, the modem processor 44 sends any held data to the allocations on the application processor 34. The application 
application processor 34 through the interconnectivity bus processor 34 can determine and configure the ]A3ximum 
36 (block 128). The process then repeats by starting over byte accumulation limit based on its bus bandwidth budget, 
(block 130). and/or buffet size reserved for dowiilink data transfer. The 

As noted above, in this exemplary aspect, the uplink timer 30 modem processor 44 can also choose an intemal byte 
(i.e., the application timer) is, in an exemplary aspect, accumulation limit based on the size of downlink buffer, 
designed to be shorter than the downlink tll!ler (i.e., the and/or interconnect link data 1;hroughput_. Wit;h the byte 
modem timer). While holding data for an extra time slot 58 accumulation limit counters, the modem processor 44 can 
adds some latency, the brief a:Iiiount added is readily initiate dowiilink data transfer to the application processor 
absorbed by the application pro~sor 34. Likewise, this 35 34 prior to downlink accumulation timer expiry, if and when 
lat~cy is considered acceptable for the powei: savings. For the buffered data si_ze exc~ the byte acCllIIlll).ation limit 
example, by making the period of the application timer twice counter. Since both the modem processor 44 and the appli-
the period of the time slot 58, the nulliber of low power to cation processor 34 mliy ha:ve independent recommenda-
active power transitions is lowered. Likewise, by making the tions for byte accumulation limit counter, the Iiicidem pro-
period of the modem timer si:x: ti!nes the period of the time 40 cessor 44 may seltlct the minima of these two values to be 
slot 58, the chance of being able to "piggyback" onto the the effective byte accumulation lll!lit. Similar paramet~ 
active power state of the intercoiiiiectivity bus 36 caused by may be Iiiaintained in the application processor 34 to trigger 
the application. data is increased, but still frequent enough the uplink data 56 transfer i..mmecliately (i.e., overriding the 
that any downlink data 54 will still b_e sent in a timely uplink accumulation timer). 
fashion even if there is no uplink data 56 to trigger releasing 45 Instead of, or in addition to the byte accum.lllation limit 
the downlink data 54. Similar logic can be extended to counter, a number of packets limit co11nter may be used In 
synchronize traffic from multiple processors over the data a:n exelliplafy aspect, the packet number limit counter may 
link. In an exemp1ary aspect, the other processors may each be of similar design, and ca:n be employed to add iiilm.ber of 
have timer values higher (i.e., longer) than that of the uplink packet counter limits instead of byte limits to cover cases 
timer and the processors can exchange their data availability 50 where a large number of packets are delivered by the 
information so that traffic on one processor can trigger the network or a:n application. Again, such a packet limit counter 
data transfer on other processors if there is data available to may also be present or associated with the application 
transfer. processor 34 or the m<:>dem. proces_sor 44_. Nottl, that the 
· FIG: 7 illustrates a graph 140 where the uplink data 56 accumulation timers (uplink and/or downlink) and other 

precedes the downlink data 54 during an active period 142 55 configuration parameters iike the nwilbet of accliriiulated 
of the interconnectjvity bus 36. As illustrated, there is only packets threshold, accumulated bytes threshold, and the like, 
one transition 144 from low power to active power per time. may be a function of LTE, HSPA, GERAN, or the li)ce. 
slot 58. Thus, by consolidating the data into a single active In still another exemplary aspect, the modem processor 44 
period 142, the overall time that is spent in low power may or the application processor 34 may disable downlink or 
be increased, thus resulting in power savings. Additionally, 60 uplink accumulation in cases where there is a necessity to 
power spent transitioning from a low power to active power expedite me_ssage transfer, for example c_ontrol messages 
state is reduced by the elimination of the second transition (like flow control) or high QoS data traffic or low latency 
62. traffic, as determined by the modem processor 44 or the 

In an exelliplacy aspect, the modem processor 44 -may application processor 34. Latency introduced by accumula, 
ovemde and choose the minima from all configured values 65 tion may not be tolerable for these traffic classes. 
of each of the configurable parameters (like downlink or Returning to the data accumulation based on alliounts of 
uplink accumulation timers, byte threshold, number of pack- data instead of a strict process, FIGS. 8 and 9 illustrate two 
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exemplary aspects. In tms regard, FIG. 8 illustrates a process 
150 illustrating a byte counter process. In particular, the 
process 150 begins with the interconnectivity bus 36 in a low 
power state (block 152). Toe process 150 starts a modem 
byte counter and an application byte coliilter (block 154). 5 

Data is held at the application processor 34 (block 156) and 
the modem processor 44 (block 158). A control system 
determines if the modem byte counter has exceeded a 
predefined threshold (block 160) based on the amount of 
data tha~ !llls been lleld or accumulated at the modem 10 

processor 44. 

14 
both the modem processor 44 and the application processor 
34, the process 180 starts over (block 196). 

A similar process may be used, where instead of deter
mining if a particular number of bytes or packets have been 
accumulated, the control system evaluates a size of packets 
or whether the system is running low in memory. Likewise, 
it should be appreciattld that certain priority data ( e.g., a 
control signal or otJ].er data requiring low l_atency) may be 
associated with a flag or other indicator that overrides the 
timers and/cir counters of the present disclosure. 

As noted above, it should be appreciated that the aspects 
of the present disclosure are not mutually exclusive.and can 

With continued reference to FIG. 8, if the answer to block be combined, Toe comb~tic,ns are myrlad in ~t a timer 
160 is yes, then data is sent from the modem processor 44 may be used at the application processor 34 with a byte 
to the application processor 34 (block 16~). After receipt of 15 counter at the modem processor 44 (cir vice versa), the 
the data from the modem processor 44, the application modem processor 44 worlcs with a timer and a byte counter, 
processor 34 sends data (if any) that has accumulated at the while the application processor 34 just has a timer, and so 
application processor 34 to the modem processor 44 (block on. In this regard, FIGS. 10-l2 are provided thilt iUustrate 
164). Having cleared the ac_cumulated data at both the how the timers and data accumulation counters may inter-
modem processor 44 and the application processor 34, the 20 operate. That is, FIGS. 10 and 11 ilhistrate how the downlink 
process starts over (block 166). timer (whether in the modem processor 44 or the application 

With continued reference to FIG. 8, if the answer to block processor 34) is used as the basis for data transmission ( e.g., 
160 is no, the control system determines if the data a~ the as illustrated in FIGS. 4 and 5), may be combined with the 
application byte counter h;ls exceeded a predefined threshold data accumulation counters, and is further modified by a 
(block 168). If the answer to block 168 is no, the process 150 25 high priority data ovemde. FIG. 12 illustrates a simpiified 
returns to block 156 and data continues to be held until a process in which the uplink timer combined with the data 
byte counter threshold is exceeded. If, however, the answer accumulation counters is used as the basis for data trans-
to block 168 is yes, then the data is sent from the application nµssic>n (e.g., as illustrated in FIGS. 6 and 7), modified by 
processor 34 to th_e modem processor 44 (block 170). After the data overrides. 
receipt of the data from the application processor 34, the 30 In this regard, FIGS. 10 and 11 illustrate a combined 
modem processor 44 sends data (if any) to the application process 210 that begins at start (block 212). Toe process 210 
processor 34 (block 172). Having cleared the accumulated continues with the arrival of downlink (DL) data (e.g., a 
data at both the mo~m processor 44 and the application pa~ket) (block 214). Toe con,trol systen). evaluates if there is 
processor 34; the pI'Clcess 150 starts over (block 166). any priority data, control messages, and/or other data that 

While a byte counter may be effective in managing 35 requires low latency (block 216). if the answer to block 216 
latency, another exemplary aspect uses a packet counter. In is no, then the control system determine·s if a byte threshold 
tliis regard, FIG. 9 illustrates a process 180 illustrating a byte has been crossed (i.e., are there more than the threshold 
counter process. In particular, the process 180 begins with worthofbytesin theaccumu)ator) (blo~~218). Iftheanswer 
the interconnectivity bus 36 in a low power state (block to block 2_18 is no, then the control system determines if a 
182). Toe process 180 starts a modem packet counter and an 40 number of packets threshold has been crossed (i.e., there are 
application packet counter (block 184). Data is held at the more than the threshold worth of packets in the accumulator) 
application: process<>r 34 (block 186) and the modem pro- (block 220). If the answer to block 220 is no, then the control 
cessor 44 (block 188}. A control system determines if the system determines if the sy~em is nµming low i_n meD1ory 
mo.elem packet count~ has exceeded a pr~fined threshold (bl<Xck ~~-2). If the answer to block 222 is no, then the control 
(block 190) based on the number of packets held or accu- 45 system ascertains if the down:link accumulation timer is 
mulated at the modem processor 44. running (block 224). If the answer to block 224 is yes, then 

WithcontinuedreferencetoFIG.9,iftheanswertoblock the downlink data continues to accumulate and no data 
190 is yes, then data is sent from the mo~m processor 44 transfer is initiated over the lin,k (block 226). 
to the application processor 34 (block 192). After receipt of With continued reference to FIG. 10, if, however, the 
the packets from the modem processor 44, the application so answer to block 224 is iio, the dowillink timer has expired, 
processor 34 sends data (if any) that has accumulated at the or if any of the overrides from block 216, 218, 220, or 222 
appli~ation processor 34 to the modem processor 44 (block has been answered ~tively, then the process 210 starts 
194). Having cleared the accumulated packets at both the transfer of the accumulated data (mcluding the current 
modem proces·sor 44 and the application processor 34, the packet) over the link from the modem processor 44 (also 
process 180 starts over (block 196). 55 sometimes referred to as modem (44) in th!' Figures) to the 

With continued reference to FIG. 9, if the answer to block application processor 34 (also sometimes referred to as AP 
190 is no, the control system determines if the number of (34) in the Figures) (block 230). The control system starts or 
packets at the application packet counter has exceeded a restarts the downlink accumulation timer and sets the down-
predefined threshold (block 198). If the answer to block 198 link accumulation timer to l'11l1Iling (blcx:k 232). The control 
is no, the process 180 returns to block 186 and dllta 60 system determines if the modem processor44 is in an uplink 
continues to be held until a packet counter threshold is (UL) polling mode (block 234). If the answer to block 234 
exceeded. If, however, the answer to block 198 is yes, then is no, then there is no uplink transfer (block 236). If, 
the data is sent from the application: proces·sor 34 to the however, the modem processor 44 is polling the uplink 
modem processor 44 (block 200). After receipt of the device, then, based on that polling, the control system 
packets from the application processor 34, the modem 65 determines if there is pending uplink data from the appli-
processor 44 sends data (if any) to the application processor cation processor 34 (block 238). If there is peruling data (i.e., 
34 (block 202). Having cleared the accumu)ated packets at the answer to block 238 is yes), then the application pro-
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cessor 34 starts data transfer to the modem processor 44 packet) (block 284). The c_ontrol system evaluates if there is 
(block 240). Once the data transfer is finished, or if there was any priority data, control messages, and/or other data that 
no data at block 238, the control system restarts the uplink requires low latency (block 286). If the answer to block 286 
accuinulation timer (block 242) and the process 210 returns is no, then the C:ontrol system determines if a byte threshold 
to start 212. s has been crossed (i.e., are there more ~ the threshold 

With continued reference to FIG. 10, after block 226, the worth of bytes in the accumulator) (block 288). If the answer 
control system determines if the downlink timer has expired to block 288 is :no, then the control system detemiines if a 
(block 244). If the answer to block 244 is no, the control number of packets threshold has been crossed (i.e., there are 
system deteTIDiD":~ if a new packet ~ arrived (bloc~ 246). more than the ~hold worth of packets in the accumulator) 
If the aI1SWer to block 246 is no, then the process 210 returns JO (block 290). If the answer to block 290 is no, then the control 
to block 244. If a new packet has arrived, the process 210 system determines if the system is running low in memory 
returns to the start 212. If the answer to block 244 is yes, the (block 292). If the answer to block 292 is no, then the control 
downlink timer has expired, the control system knows the system ascertains if the device is in an uplink polling mode 
downlink accumulation timer has expired (block 248). At (block 294). If the answer to block 294 is yes, the c:4Mce is 
expiration of the downlink timer, the con~! system deter- JS in the polling mode, then the application proces_sor 34 
mines if there is any pending accumulated downlink data updates the internal data structure/context array with uplink 
(block 250). If there is data at block 250, then the data is data packet infon:nation that the device can pull and update 
transferred at block 230. If there is no data, then the write pointers accordingly (block 296). 
downlink accumulation timer is set to "not running" (block With continued reference to FIG. 12, if, however, the 
252) and the pro<:ess 210 go":S to FIG. 11, element C. It 2_0 ans.wer to block 294 is no, the device is not in an uplink 
should be appreciated that blocks 216, 218, 220, and 222 are polling mode, or if any of the overrides from blocks 286, 
optional. 288, 290, or 292 has been answered affirmatively, then the 

With reference to FIG. 11, the process 21 O may continue application processor 34 updates the internal data structure/ 
from block 252. At this point, the uplink accumulation timer context array with uplink data packet information that the 
has expired (block 254). The uplink ru;c:umulation timer will 2s device can pull an<:! ~pdate write pointers accordingly (block 
expire if there is no downlink data since the uplink timer was 298). The application processor 34 then rings the doorbell or 
restarted. The control system determines if there is any otherwise interrupts the device to indicate the availability of 
pendmg uplink data from the application processor 34 uplink data (block.300). The application processor 34 then 
(block 256). If the answer to block 256 is yes, then the sets the device state to the polling state (not the doorbeW 
application processor 34 starts the data tr.msfer over the link 30 eventfmterrupt mode) (bloclc 302), and the process repeats. 
from the application processor 34 to the modem processor It should be appreciated that similar processes may be 
44 (block 258). The control system then restarts the uplink performed where both timers are in the application processor 
accumulation timer (block 260). If, however, the answer to 34 or the modem processer 44 or a:re split between the 
block 256 is no, there is no data, the control system sends an respective pro<:essors 34, 44. Likewise, onc_e a timer has 
event to the application processor 34 indicating the modem 35 expired, data can be pulled or pushed a<:ross the intercon-
processor 44 is expecting a doorbeWinterrupt for any pend- nectivity bus 36 based on polling, setting doorbell registers, 
ing or next packet submission (block 262). That is, since or other technique. 
there has been.no data from the application processor 34 to Those of skill in the art will further appreciate that the 
the modem processor 44 since the previous poll time, then various illustrative logical blocks, modules, circuits, and 
tf!e modem processor 44 may go into an interrupt mode for 40 algorithms descnoed in connection with ~ aspe<:t~ dis-
uplink data and the modem processor 44 would expect the closed herein may be implemented as electronic hardware, 
application processor 34 to send an interrupt whenever there instructions stored in memory or in another computer-
was data pending at the application processor 34. The readable medrum a::nd executed by a processor or other 
control system then changes the state intemally to reflect the processing device, or combinations of both. The devices 
s_ame (block 264). 45 descnoed herein may be Elm.ployed in any circuit, hardware 

With continued reference to Fm. 11, the m<>dem proces- component, _IC, or IC chip, ~ examples, MEl!D.ory disclosed 
sor 44 receives an interrupt or other indication from the herein may be any type and size of meri:J.ory and may be 
appiicatio:n processor 34 indicating pending data in the configured to store any type of information desired. To 
transfer ring (bl~k 266). The control system then restarts clearly illustrate this interchangeability, various illustrative 
the uplink accumulation timer and changes the state to so components, blocks, modules, circuits, and steps have been 
indicate the uplink polling mode (block 268). All the uplink described above generally in terms of their functionality. 
data is processed (block 270) and the process 210 starts over. How such functionality is implemented depends upon the 

In another alternate aspect, there may be si~tions where particular applica~on; design choices, and/or design con-
the buffers of the application processor 34 may be full and straints imposed on the overall system. Skilled artisans may 
there is no room for data from the modem processor 44. In ss implement the descnlied functionality in varying ways for 
such an event, the appli<:a~on processor 34 may so inform each particular application; but such implementation detj-
the mod4m1, processor 44, and the modem processor 44 may sions should not be interpreted as causing a depllrtUre from 
send an event to the application processor 34 to provide an the scope of the present disclosure. 
interrupt signal to the modem processer 44 when there are The various illustrative logical blocks, modules, a:nd 
fiee buffers. 60 circuits described in connection with. the aspects disclosed 

FIG, 12 is similar to FIGS. IO and 11, in that it illustrates herein may be implemented or performed with a processor, 
how ovtlrrides and data counters may be used in conjunction a Digital Sign,al ~ssor (PSP), an Applicaµon Sp":Cifjc 
with an accumulation timer, but a process 280 of FIG. 12 Integrated Circuit (ASIC), a Field Programmable Gate Array 
assumes that the uplink tinier is shorter than the downlink (FPGA) or other programmable logic device, discrete gate or 
timer ( e.g., analogous to the aspect illustrated in FIGS. 6 and 65 transistor logic, discrete hardware components, or any com-
7). The process 280 begins at start (block 282). The process bination thereof designed to perform the functions desctibed 
280 continues with the arrival of uplink (UL) data (e.g., a herein. A processor may be a microprocessor, but in the 
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alternative, the processor may be any conventional proces
sor, controller, microcontroHer; or state machine. A proces
sor may ajso be implemented as a combination of computing 
devices, e.g., a combination of a DSP and a microprocessor, 
a plurality of microprocessors, one or more microprocessors 5 
in conjunction with a DSP core, or @Y other such configu
r.ition. 

The aspects disclosed herein inay be embodied m hard
ware and in in:struction:s that are stored in hardware, and may 
reside, fo:r example, in Random Access Memory (RAM), 10 

flash memory, Read Only Memory (ROM), Electrically 
Programmable ROM (EPROM), Electrically Erasable Pro
grammable ROM (EEPROM), registers, a hard disk, a 
removable disk, a CD-ROM, or any other form of computer 
readable medium known in ~ art:- Ail el_(emplary storage 15 

medium is coupled to the processor such that the processor 
can read information from, and write information to, the 
storage medilllil. In the alternative, the storage medium may 
be integral to the processor. The processor and tl:ie storage 
medium may reside in an ASIC. The ASIC may reside in a 20 

remote station. In the alternative, the processor and the 
storage medium may reside as discrete components in a 
remote station, base station, or server. 

It is also noted that the operational steps described in any 
of the exemplary aspects ~rein are described to provide 25 

examples and discussion. The operations descni>ed may be 
performed in numerous different sequences other than the 
illustrated sequences .. Furthe:rmore, operations described in a 
single operational step may actually be performed in a 
number of dijferent steps. Additionally, one or more opera- 30 

tional steps discussed in the exemplary aspects may be 
combined. It is to be understood that the operational steps 
illustrated in the flow chart diagrams may be subject to 
numerous different modifit:ations as will be readily 11pparent 
to one of skill in the art. Those of skill in the art will also 35 

understand that information and signals may be represented 
using any of a variety of different technologies and tech
niques. For example, data, instructions, commands, infor
mation, signals, bits, symbols, anli chips ~ may be refer
enced throughout the above description may be represented 40 

by voltages, currents, electromagnetic waves, magnetic 
fields or particles, optical fields or particles, or any combi
nation thereof. 

Toe previous descrjption of the disclosure is provided to 
enable any person skilled in the art to make or tise the 45 

disclosure. Various modifications to the disclosure will be 
readily apparent to those skilled in the art, and the generic 
principles defined herein may be applied to other varia~ons 
without departing fro_m the spirit or scope of the disclosure. 
Thus, the disclosure is riot intended to b_e liiilited to the so 
examples and designs described herein, but is to be accorded 
the wicklst scope consistent with the principles and novel 
features disclosed herein. 

What is claimed is: 

18 
to modem processor data is sent to the modem proces
sor through the interconnectivity bus responsive to the 
receipt of the modem processor to application proces-
sor data from the modem processor through the inter
connectivity bus. 

2. The mobile terminal of claim 1, wherein the intercon
nectivity bus comprises a peripheral component intercon
nect (PCI) compliant bus. 

3. The mobi_le terminal of claim 2, wherein the PCI 
compliant bus comprises a PCI express (PCie) bus. 

4. Toe mobile terminal of ciaim 1, wherein the application 
processor includes an uplink timer and the uplink timer has 
a period longer than a period of the modem timer. 

5. The .r;nobile terminal of claim 4, wherein the application 
processor is configured to hold the application processor to 
modem processor data until receipt of the modem processor 
to application processor data from the m:odem processor or 
expiration of the uplink timer having a period, longer 1:Qan a 
period of the modem timer, whichever occurs first. 

6. The mobile terminal of claim 1, wherein the modem 
timer is implemented in software. 

7. The mobile terminal of claim 1, wherein the modem 
timer has a period of approxiinately six f 6) mi_lliseconds. 

8. The mobile termirial of claim 1, wherein the modem 
processor comprises the modem timer. 

9. Toe mobile terminal of claim 1, wherein the application 
processor comprises the modem timer. 

10. Toe mobile t~ of claim 1, further comprising an 
appli.cation timer, and wherein the modem processor is 
configured to instruct the application processor to send an 
interrupt if no data is received within one time slot of the 
application timer. 

11. The mobile ter.r;nµia] of claim 1, furth_er comprising a 
byt~ accumulation limit counter associated with the modem 
processor, the modem processor configured to send data to 
the application processor if a threshold associated with the 
byte accumulation limit counter is exc~ 

12. Uie mobile terminal of claim 1, further comprising a 
packet number limit counter associated with the modem 
processor, the modem processor configured to send data to 
the application processor if a threshold associated with the 
packet number limi~ colllltlll" is exceeded. 

13. The mobile terminal of claim 1, wherein the modem 
processor is configured to determine if held data comprises 
a control packet and send such control packet before expi
ration of the modem timer. 

14. The mobile tElI'I!tjnal of claim 3, wherein the modem 
processor further comprises an application timer, and the 
modem processor is configured to pull data from the appli
cation pro:c_essor on receipt of the moderg, processor to 
appli.cation processor data or expiration of the application 
timer. 

15. The mobile terminal of claim l, further comprising a 
second modem processor, the second modem processor 

1. A mobile terminal comprising: 
a modem timer; 
a modem processor, the modem processor configured to 

hold modem processor to application processor data 
until expinltion of the modem timer; 

55 configured to exchange data availability information with 
the modem processor such that traffic on the modem pro
cessor can trigger data transfer for the second modem 
proces_sor. 

an application processor; 
16. A method of controlling power consumption in a 

60 computing device, comprising: 
an interconnectivity bus communicatively coupling the 

application processor to the modem processor; and 
the applkation processor configured to hold application 

processor to modem processor data until triggered by 
receipt of the modem processor to application proces- 65 

sor data from the mo~ processor through tp.e inter
connectivity bus after which the application processor 

holding data received by a modem processor from a 
remote networlc until expiration of a downlink timer; 

passing the data received by the modem processor to an 
application processor over an intercon.nectivity bus; 
and 

holding application data generated by an application 
associated with the application processor until receipt 
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of the data from the modem processor or expiration of 
an uplink timer, whichever occurs first, 

wherein receipt of the data from the modem processor 
triggers passing the data received by the application 
processor to the modem processor over the intercon- 5 

nectivity bus before the interconnectivity bus transi
tions from an active power state to a low power state. 

17. The method of claim 16, wherein passing the data 
comprises passing the data over a peripheral component 
interface (PCI) compliant bus. 10 

18. The me_tb.od of claim 16; whi:rein a period of the 
downlink timer comprises six (6) milliseconds. 

19. The method of claim 16, wherein a period of the 
uplink timer comprises seven (7) milliseconds. 

20. The method of claim 16, further comprising providing 15 

an override capability based on one of accumulated packet 
size; accumulated packet count, accumulated byte count, 
quality of service requirement, and control message status. 

21. The method of claim 16, further comprising holding 
data at a second modem proces_sor until trafli~ on the n;iodem 20 
proces.sor triggers data transfer for the second modem pro
cessor. 

22. A mobile terminal comprising: 
a modem processor; 
an application timer; 25 

an application processor, the application processor con-
figured to hold application processor to modem pro
cessor data until expiration of the application timer; 

an interconnectivity bus communicatively coupling the 
application proces~or to the modem processor; and 30 

ti).e modem processor configured to hold modem proces
sor to application processor data until triggered by 
receipt of the application processor to modem proces
sor data from the application processor tlirough the 
interconnectivity bus after which the modem processor 35 

to application processor data is sent to the application 
processor through the interconnectivity bils responsive 
to the receipt of the application processor to modem 
processor data from the application processor through 
the interco@ectivity bus. 40 

2,3. The mobile terminal of claim 22, wherein the appli
cation processor comprises the application timer. 

24. The mobile terminal of claim 22, wherein the modem 
processor comprises the applicatio_n timer. 

25. The mobile terminal of claim 22, further comprising 45 

a byte counter counting bytes at the modem processor. 
26. A mobile terminal comprising: 
a modem byte accumulation limit counter; 
a modem processor; the modem processor configured to 

hold modem processor to application processor data so 
until a predefined threshold of bytes has been reached 
by the modem byte accumulation limit counter; 

an applicatio~ processor; 
an interconnectivity bus coftiii:umicatively coupling the 

application processor to the modem processor; and 55 

the application processor configured to hold application 
processor to inodem processor data until triggered by 
receipt of the modem processor to application proces
sor data from the modem processor through the inter
connectivity bus after whi~h the application processor 60 
to modem processor data is sent to the modem proces
sor through the interconnectivity bus responsive to the 
receipt of the modem processor to application proces
sor data from the modem processor through the inter-
connectivity bus. 65 

27. A mobile terminal comprising: 
a modem packet counter; 

20 
a modem processor, the modem processor configured to 

hold modem processor to application processor data 
until a predefined threshold of packets has been reached 
by the modem pa~ket counter; 

an application processor; 
an interconnectivity bus couimunicatively coupling the 

application processor to the mo_dem processor; and 
the application processor cqnfigured to hold appl,ication 

processor to modem processor data until triggered by 
receipt of the modem processor to application proces
sor data from the modem processor through the inter
connectivity bus after which the application processor 
to modem processor data is sep.t to the modell'.l proces
sor through the interconnectivity bus responsive to the 
receipt of the modem processor to application proces
sor data from the modem processor through the inter
connectivity bus. 

28. A mobile terminal comprising: 
a modem processor; 
an application byte counter; 
an application processor, the application processor con

figured to hold application processor to mpdem pro
cessor d$ until a predefined threshold of bytes has 
been reached by the application byte counter; 

an interconnectivity bus couimunicatively coupling the 
application processor to the modem processor; and 

the modem processor configured to hold, mo<lem proces
sor to application processor data until triggered by 
receipt of the application processor to modem proces
sor data from the application processor through the 
interconnectivity bus after which the modem processor 
to application proces_sor dati is sen~ to the application 
processor through the interconnectivity bus responsive 
to the receipt of the application processor to modem 
processor data from the application processor through 
the interconnectivity bus. 

29. A mobile terminal comprising: 
a modem processor; 
an application packet counter; 
an application processor, the application processor con

figured to hold application processor to modem pro
cessor dat:a until a predefi!ied $eshold of packets has 
been reached by the application packet counter; 

an interconnectivity bus communicatively coupling the 
application processor to the modem processor; and 

the modem processor configured to hold modem proces
sor to application processor data until triggered by 
receipt of the application processor to modem proces
sor data from the application processor through the 
interconnectivity bus aft.er wh,ich the modem processor 
to application processor data is sent to the application 
processor through the interconnectivity bus responsive 
to the receipt of the modem processor to application 
processor ~ from the mo<lem processqr $Qugh the 
interconnectivity bus. 

30. A method comprising: 
starting an application timer at an application processor; 
accumulating data at the appl_icat:ion processqr until expi-

ration of the application timer; 
sending the accumulated data from the application pro

cessor to a modem processor across an interconnectiv
ity bus; and 

holding modem processor data at the l,llOdem processor 
until triggered by receipt of the accumulated data from 
the appliel!t:ion processor, 

wherein receipt of the accumulated data from the appli
cation processor triggers passing the modem processor 
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d,a:ta to the application process9r over the interconnec
tivity bus before the interconnectivity bus transitions 
from an active power state to a low power state. 

31. A mobile terminal comprising: 
a modem timer; s 
a modem processor, the modem processor configured to 

hold modem processor to application processor data 
until expiration of the modem timer; 

an application processor; 
an interconnectivity bus communicatively coupling the 10 

application processor to the modem processor; and 
the application processor configured to hold application 

processor to modern processor ch$ until the modem 
processor pulls data from the application processor 
after transmission of the modem processor to applica- is 

tion processor data, 
wherein the modem processor is further configured pull 

data from the application processor after transmission 
of the modem processor to application processor data 
and before the interconnectivity bus transitions from an 20 
active power state to a low power state. 

• • • • • 

22 
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POWER TRACKER FOR MULTIPLE 
TRANSMIT SIGNALS SENT 

SIMULTANEOUSLY 

2 
FIGS. 7 A and 7B show power tracking for two and three 

transmit signals, respectively. 
FIGS. 8 and 9 show a design of a power supply generator 

with power tracking. 
BACKGROUND s FIG. 10 shows a process for generating a power supply 

I. Field 
The present disclosure relates generally to electronics, 

and more specifically to techniques for general;ing a power 
supply voltage for a circuit such as an amplifier. 

II. ~ackground 
A wireless device ( e.g., a cellular phone or a smartphone) 

10 

in a wireless conioiunica:tion system may transmit and 
receive data for two-way conioiunication. the wireless 
device m:ay include a transmitter for data transmission and IS 

a receiver for data rec_eption. For data transmission, the 
transmitt,er may process (El.g., encode and modulate) data to 
generate output samples. 1be transmitter may further con
dition (e.g., convert to analog, filter, amplify, and frequency 
upconvert) the output samples to generate a modulated radio 20 

frequency (RF) signal, amplify the modulated RF signal to 
obtain an output RF signal having the proper transmit power 
level, and transmit the output RF signal via an antenna to a 
b_asfl station. For data reception, the receiver may obtain a 
received RF signal via the antenna and may amplify and 25 

pi:ocess thfl J:"eceived RP signal to recovflr data se~ by the 
base station, 

The transmitter typically includes a power amplifier (PA) 
to provide high transmit power for the output RF signal. The 
power amplifier should be able to provide high transmit 30 

power and.have high power-added efficiency (PAE). 

SUMMARY 

Techniques for generating a power tracking supply volt- 35 

age for a circuit (e.g., a power amplifier) that processes 
multiple transmit signals sent simultaneously are disclosed 
herein. The multiple transmit signals may comprise trans
missions Sflnt simultaneously on multiple carriers at difl'erent 
frequencies. 40 

In one exemplary design, an apparatus includes a power 
tracker and a power supply generator. The power tracker 
deterinines a power tracking signal based on inphase (I) and 
quadrature (Q) components of a plurality of transmit signals 
being sent simultaneously, as described below. The power 4S 

supply generator generates a power supply voltage based on 
the power tracking signal. The app_aratus may further include 

voltage with power tracking. 

DETAILED DESCRIPTION 

The word "exemplary" is used herein t<l lllean "serving a_s 
an example, instance, or illustration.'' A!J.y design described 
herein as "exemplary" is not necessarily to be construed as 
preferred or advantageous over other designs. 

Techniques for generating a power tracking supply volt
age for a circuit (e.g., a power amplifier) that processes 
multiple transmit signals sent simultaneously are disclosed 
herein. 1be techniques may be used for various electronic 
devices such as wireless co=unication devices. 

FIG. 1 shows a wireless device 110 co.qununicating with 
a wireless co=unication system 120. Wireless syst~ 120 
may be a Long Term Evolution (LTE) system, a Code 
Division Multiple Access (CDMA) syst~, a Global System 
for Mobile Co=unications (GSM) system, a wireless local 
area network (WLAN) system, or some other wireless 
system. A CDMA system may implement Wideband CDMA 
(WCDMA), CDMA IX, TIIlle Division Synchronous 
CDMA (TD-SCOMA), or some other version of CDMA. 
For simplicity, FIG. 1 shows wireless systllm 120 ~eluding 
two base stations 130 and 132 and one system contro]]er 
140. In general, a wireless system may include any number 
of base stations and any set of network entities. 

Wireless device 110 may also be referred to as a user 
equipment (UE), a mobile station, a terminal, an access 
terminal, a subscriber unit, a station, etc. W!I'eles·s device 
110 may be a cellular phone, a smartphone, a tablet, a 
wire.less mod._flnl, a personal digital assistant (PDA), a hand-
held device, a laptop colllputer, a ~book, a netbook, a 
cordless phone, a wireless local loop (WLL) station, a 
Bluetooth device, etc. Wireless device 110 may be capable 
of communicating with wireless system 120. Wireless 
device 110 may also be capable of receiving signals from 
broadcast stations ( e.g., a broadcast station 134), signals 
from satellites ( e.g., a satellite 150) in one or more global 
navigation satellite systems (GNSS), etc. W!I'eless device 
1:1,0 may support one or more radio tflC::hnologies for wireless 
co=unication such as LTE, WCDMA, CDMA IX, TD-
SCDMA, GSM, 802.I 1, etc. 

Wireless device 110 may be able to operate in low-band 
(LB) covering frequencies lower than 1000 megahertz 

a power 1111!-Plnier ~ amplifies a modulated RF signal 
based on the power supply voltage and provides ~ oµtput 
RF signal. 

Various aspects and features of the disclosure are 
described in further detail below. 

BRIEF DESCRIPTION OF THE DRAWINGS 

so (MHz), mid-band (MB) covering frequencies from 1000 
MHz to 2300 Mlli., and/or high-band (HB) covering fre
quencies higher than 2300 MHz. For example, low-band 
may cover 698 to 960 MHz, mid-band may cover 1475 to 
2170 MHz, and high-band may cover 2300 to 2690 MHz 

FIG. 1 shows a wireless device co=unicating with a 
wireless system. 

FIGS. 2A to 2D show four examples of carrier aggrega
tion. 

FIG. 3 shows a block diagram of the wireless device in 
FIG.1. 

FIG. 4 shows a transmit module comprising a separate 
power amplifier with separate power tracking for each 
transmit signal. 

FIGS. S and 6 show two designs of a transmit module 
comprising a single power amplifier with power tracking for 
all transmit signals. 

ss and 3400 to 3800 MHz. Low-band, mid-band, and high
band refer to three groups of bands ( or band groups), with 
each bami group in~h1ding a number of frequency bands ( or 
simply, ''bands"). Each band may cover up to 200 Milz and 
may include one or more carriers. Each carrier may cover up· 

60 to 20 MHz in LTE. LTE Release 11 supports 35 bands, 
which are referred to as LTE/UMTS bands and are listed in 
3GPP TS 36.101. 

Wireless device 110 m:ay support carrier aggregation, 
which is operation on multiple carriers. Carrier aggregation 

6S may also be referred to as multi-carrier operation. Wireless 
device 110 m:ay be configured with up to 5 carriers in one or 
two bands in LTE Release 11. 
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Iii gei:1.era.1, carrier aggregation (CA) may be categorized to I and Q analog output signals, respectively. Transmit 
into two types-intra-band CA and inter-band CA. liltra- circuit 340pa fiµther ai:npli_fies, fiJters; arul upconverts the I 
band CA refei:s to operation on mllltiple caniei:s within the an<i Q aru!log output signals from baseband to RF and 
smµe band lilter-band CA refers to operation on multiple provides a modulated RF signal. Transmit circuit 340pa may 
carriers in different bands. s include cligital-to-a:na!og converters (DACs), amplifiers, fil-

FIG. 2A shows an example of contiguous intra-band CA. ters, mixers, matching circuits, an oscillator, a local oscil-
lil the example shown in FIG. 2A, wireless device 110 is !ator (LO) generator, a phase-locked loop (PLL), etc. A PA 
configured with three contiguous carriers in one band in 360pa receives and amplifies the mogulated RF signal and 
!ow-band, Wireless device 110 IJ;ll!Y send a_n<i/or receive provides an output RF signal having the proper transmit 
transmissions on the three contiguous carriers in the same 10 power level. Toe output RF signal is routed through antenna 
band. interface circuit 370 and transmitted via antenna 390. 

FIG. 2B shows an example of non,contiguous intra-band Antenna interface circuit 370 may include cirie oi' Iii.ore 
CA. Iii the example shown in FIG. 2B, wireless device 110 filters, dup!exers, diplexers, switches, matching circuits, 
is configured with three non-contiguous carriers in one band clirectional couplers, etc. Each remaining transmitter 330 in 
in low-band Toe carriers may be separated by 5 MHz, 10 1s transceivers 320 and 322 may operate in similar manner as 
MHz, or some other amount; Wrreless device 110 may send transmitter 330pa. 
and/or receive transmissions on the three non-contiguous Iii the exemplary design shown in FIG. 3, ~ch receiver 
carriers in the same band. 380 includes a low noise amplifier (LNA) 382 and a receive 

FIG. 2C shows an example of inter-band CA in the same circuit 384. For data reception, antenna 390 receives signals 
band group. Ln tl!e example shown in FIG. ZC, wireless 20 from base stations and/or other transmitter stations and 
device 110 is configured with three carriers in two bands in provides a received . RF signal, which is routed through 
low-band Wireless device 110 may send and/or receive antenna interface circuit 370 and proYided to a selected 
transmissions on the three carriers in different bands in the receiver. Toe description below assumes that receiver 380pa 
same band group. is the selected receiver. Within receiver 380pa, a:n LNA 

FIG. 2D shows a:n example of inter-band CA in different 25 382pa amplifies the received RF signal and provides an 
band groups. Iii the example shown in FIG. 2D, wireless amplified RF signal. A receive circuit 384pa downconverts 
device 110 is configured with three carriers in two bands in the amplified RF signal from RF to bas~_band, amplifies and 
different band groups, which include two carriers in one filters the downconverted signal, and provides an analog 
b@d in low-band and one carrier in anot}ler bll]!d in mid- input signal to data processor 310. Receive circuit 384pa 
band. Wireless device 110 may send and/or receive trans- 30 may include mixers, filters, amplifiers, matching circuits, an 
missions on the three carriers in different bands in different oscillator, an LO generator, a PLL, etc. Each remaining 
band groups. receiver 380 in transceivers 320 and 322 may operate in 

FIGS. 2A to iD show four examples of carrier aggrega- similar manner as receiver 380pa. 
tion. Carrier aggregation may also be supported for other FIG. 3.shows an exemplary design of transmitters 330 and 
combinations of bands and band groups. 35 receivers 380. A transmitter and a receiver may also include 

FIG. 3 shows a block diagram of an exemplary design of other circuits not shown in FIG. 3, such as filters, matching 
wireless device 110 in FIG. 1. Iii this exemplary design, circuits, etc. All or a portion of transceivers 320 and 322 may 
win:less <4,vice 110 includes a data processor/controller 310, be implemented on one or iµore analog integrated circuits 
a tr.msceiver 320 coupled to a primary anteJ¥W 390, and a (ICs), RF ICs (RFICs), mixed-signal ICs, etc. For example, 
transceiver 322 coupled to a secondary antenna 392. Trans- 40 transmit circuits 340, LNAs 382, and receive circuits 384 
ceiver 320 includes K transmitters 330pa to . 330pk, L may be implemented on one module, which may be an 
receivers j80pa to 380pl, and an antenna interface circuit RFIC, etc. Antenna interface circuits 370 and 37i and PAs 
370 to support multiple bands, cairier aggregation, muitiple j60 m:ay be implemented on another module, which may be 
radio technologies, etc. K and L may each be any integer a hybrid module, etc. The circuits in. transceivers 320 and 
value of one or greater. Transceiver 322 includes M trans- 45 322 may also be implemented in other manners. 
mitters 330sa to ·330sm, N receivers 380sa to 380sn, and an Data processor/controller 310 may perform vario11s func-
a:ntenna interface tjrcuit 372 to support miµtjple bands, tions for wireless device J.JO. For example, data processor 
carrier aggregation, multiple radio technologies, receive 310 may perfo:qi;i processing for data being transmitted vi_a 
diversity, multiple,input multiple-output (MIMO) transmis- transmitters 330 and data being received via receivers 380. 
sion, etc. Mand N may each be any integer value of one or 50 CoDlIOiler 310 may cciDlIOl the operation of transmit circuits 
greater. 340, PAs 360, LNAs 382, receive circuits 384, antenna 

Iii the exemplary design shown in FIG. 3, eacll transmitter interface circu;its 370 and 372, or a combination thereof. A 
330 includes a transmit circuit 340 and a power amplifier memory 312 may store program codes and data for diita 
(PA) 360. For data transmission, data processor 310 pro- processor/controller 310. Data processor/controller 310 may 
cesses (e.g., encodes and symbol maps) data to be transmit- 55 be implemented on one or more application specific inte-
ted to obtain modulation symbols. Data processor 310 grated circuits (ASICs) and/cir other ICs. 
further processes the modulation symbols (e.g., for OFDM, Wireless device 110 may send multiple transmit signals 
SC-FDMA, CDMA, or some other modulation technique) simultaneously. In one design, tb,e multiple transmit signals 
anµ provides I and Q samples for each transmit signal to be may be for ~missions on multiple conti~ous or non-
seµt by wireless device 110. A transmit signal is a signal 60 contiguous cm:riers wi~ ~tra-ban<i CA., e.g., as sh9wn in 
comprising a transmission on one cir more carriers, a trans- FIG. 2A or 2B. For example, each transmit signal may 
mission on one or more frequency channels, etc. Data comprise a 1:n!n_smission sent on one carrier. Iii another 
processor 310 provides the I and Q samples for one or more design, the multiple transmit signals may be for transmis-
transmit signals to cine or more selected transmitters. The sions on multiple frequency channels to the same wireless 
description below assumes that transmitter 330pa is a trans- 65 system. Iii yet another design, the multiple transmit signals 
mitter selected to send one transmit signal. Within transmit- may be for transmissions sent to different wireless systems 
ter 330pa, transmit circuit 340pa converts I and Q samples (e.g., LIB and WLAN). Iii any case, data to be sent in each 
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transmit signal may be processed ( e.g., encoded, symbol sent sjnutltaneously. A summer 462 receives the output R,F 
mapped, and modulated) separately to generate I and Q signals being sent simultaneously, sums the output RF 
samples for that transmit signal. Each transmit signal may be signals, and provides a final output RF signal, which is 
conditioned by a respective transmit circuit 340 and ampli- routed through a duplex.et 470 and transmitted via an 
fied by a respective PA 360 to generate an output RF signal 5 antenna 490. 
for that transmit signal. As shown in FIG. 4, power tracking may be used to 

A PA may receive a modul11Jed RF signal an<l. a power improve the efficiency of PAs 460q to 46Qk. Each ~t 
supply voltage and may generate an output RF sig!]81. The signal may be processed by a respectjve ~~er 430 
output RF signal typically tracks the modulated RF signal using a separate sets of mixers 448 and 449 and PA 460. 
and has a time-varying envelope. The power supply voltage 10 Multiple transmit signals may be sent on different frequen-
should be higher than the amplitude of the output RF signal cies ( e.g., different carriers) and hence may have increased 
at all times in order to avoid clipping the output RF signal, envelope bandwidth. The increased envelope bandwidth 
which would then cause intermodulation distortion (IMD) may be addressed by using a separate transmitter 430 for 
that may degrade performan~. The difference between the each transmit signal. Each transmitter 430 may then handle 
power supply voltage and the envelope of the output RF 15 the envelope banchvidth of one transmit signal. However, 
signal represents wasted power that is dissipated by the PA operating multiple transmitters 430 con,curre¢1y for mul-
instead of delivered to an output load. tiple transmit signals may result in I!!Ore circuits, higher 

It may be desirable to generate a power supply voltage for power consumption, and increased cost, all of which are 
a PA such that good petfonilailce and.good efficiency can be Un<l.esirable. 
obtained. This may be achieved by generating the power 20 In an aspect of the present disclosure, a single PA with 
supply voltage for the PA with power tracking so that the power tracking may be used to generate a single output RF 
power supply voltage can track the envelope of an output RF signal for multiple transmit signals being sent simultane-
signal from the PA. ously. A single power supply voltage niay be generated for 

FIG. 4 shows a design of a transmit module 400 support- the PA to track the power of all transmit signals being sent 
ing simulrm:,.eous ~mission of multiple (K) transmit 25 simultaneously. This may reduce the number of circuit 
signals with a separate PA and separate power tracking for componen~, red11ce power consumption, and provide other 
each transmit signal. Transmit module 400 includes K adv~gt:s. 
transmitters 430a to 430k that can simultaneously process K FIG. 5 shows a design of a transmit module 500 support-
transmi.t signals, with each transmitter 430 processing one ing simultaneous transmission of multiple (K) transmit 
transmit signal. Each transmitter 430 includes a transmit 30 signals with a single PA and power tracking for au transmit 
circuit 440, a PA460, and a power tracking supply generator signals. Transmit module 500 performs frequency upcon-
480. version separately for each transmit signal in the analog 

Transmitter 430a receives 11 and Q1 samples for a first domain and sums the resultant upconverted RF signals for 
transmit signal and generates a first outpuJ RF signal for the all transmit signals. Transmit module 500 includes K trans-
first transmit signal. The 11 and Q1 samples are provided to 35 mit circlJits 540a to 540/cthat can simultaneously process K 
both transmit circuit 440a and voltage generator 480a. transmit signals, with each ti;ansmit circuit 540 processing 
Within transmit circuit 440a, the 11 and Q1 samples are one transmit signal. Transmit module 500 further includes a 
converted to I and Q ailalog signals by DACs 442a and summer 552, a PA 560, a duplexer 570, and a power tracking 
443a, respectively. The I analog signal is filtered by a supply generator 580. 
lowpass filter 444a, amplified by an amplifier (Amp) 446a, 40 Transmit circuit 540a receives 11 and Q1 samples for a first 
and upconverted from baseband to RF by a mixer 448a. transmit signal and generates a first upconverted RF signal 
Similarly, the Q analog signal is filtered by a lowpass filter for the first transmit signal. The I 1 and Q1 samples are 
445a, :µnplified by an 8ID.plifi..:r 447a, and upconverted from provided to both transmit circuit 540a and voltage generator 
baseb_and to RF by a mixer 449q. Mix~ 448a and 449a 580. Within transmit circuit 540a, the 11 and Q1 samples are 
perform upconversion for the first transmit signal based on 45 converted to I and Q analog signals by DACs 542a and 
I and Q LO signals (IL01 and QL01) at a center RF 543a, respectively. The I and Q llll8!og signals are filtered by 
frequency of the first transmit signal. A summer 450a sums lowpass filters 544a and 545a, amplified by amplifiers 546a 
the I and Q upcon:verted signals from IIllxers 448a and 449a and 547a, upconverted from baseband to RF by mixers 548a 
to ob_tain a modulated RF signal, which is provided to PA and 549a, and sun:iiiled by a suiiln:ier 550a to generate the 
460a. 50 first upconverted RF signal. Mixers 548a and 549a perform 

Within voltage generator 480a, a power tracker 482a 11peonversion for ~ (irst tr@smit signal based on I and Q 
receives the 11 and Q1 samples for the first transmit signal, LO signals at a center RF frequency of the first transmit 
computes the power of the first transmit signal based on the signal. 
11 and Q1 samples, and provides a digital power tracking Each remaining transmit circuit 540 may similarly pro-
signal to a DAC 484a. DAC 484IJ converts the digital power 55 cess I and Q samples for a respective transmit signal and 
tracking signal to analog and provides an analog power may provide an upconverted RF signal for the transmit 
tracking signal. A power supply generator 486a receives the signal. Up to K transmit circui~ 540i;i to 540k may provide 
analog power tracking signal and generates a power supply up to K upconverted RF signals at di_:fferent RF frequencies 
voltage for PA 460a. PA 460a amplifies the modulated RF for up to K transmit signals being sent simultaneously. A 
signal from transmit circuit 440a using the power supply 60 summer 552 receives the upconverted RF signals from 
voltage from supply generator 486a and provides the first transmit circuits 540a to 540/c, sums the upconverted RF 
output RF signal for the first transmit signal. signals, and provides a modulated RF signal to PA 560. 

Each remaining transmitter 430 may similarly process I Within voltage generator 580, a power tracker 582 
and Q samples for a ~spective transmit signal and may receives 11 to lg samples and Q1 to ~ samples for all 
provide an output RF signal for the transmit signal. Up to K 65 transmit signals being sent simultaneously. Power tracker 
PAs 460a to 460k may provide up to K output RF signals at 582 computes the overall power of all transmit signals based 
different RF frequ~es for up to K transmit signals being on the I and Q samples for these transmit signals and 
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provides a digital power tracking signal to a DAC 584. DAC transmit signals with a single PA and power tracking for ail 
584 converts the digital power tracking signal to analog and transmit signals. Multiple transmit signals may also be sent 
provides an analog power tracking signal for all transmi~ with a single PA and power tracking in other manners. For 
signals. Although not shown in FIG. 5, a lowpass filter may example, polar modulation may be used instead of quadra-
receive and filter an output signal from DAC 584 and 5 rure modulation, which is shown in FIGS. 5 and 6. 
provide the analog power tracking signal. A power supply Power tracker 582 may compute the digital power track-
generator 586 receives the analog power tracking signal and ing signal based on the I and Q samples for all transmit 
generates a power supply voltage for PA 560. signals in various manners. In one design, the cjlgital power 

PA 560 amplifies the modulated RF signal from summer tracking signal may be computed as follows: 
552 using the power supply voltage from supply generator 10 

586. PA 560 provides an output RF signal for all transmit 
signals being sent simultaneously. The output RF signal is 
routed through duplexer 570 and transmitted via antenna 
590. 

p(t)=-IK·'lli'(i}+Q/(t)+ ... +lx.2(t}+Qx.2(t), Eq (!) 

where I,t(t) and Q,t(t) denote the I and Q samples for the k-th 
transmit signal in sample period t, for k=l, ... , K, and 

p(t) deno~ the digital power tracking signal in sample 
FIG. 6 shows a design of a transmit module 502 support- 15 period t 

~g sim~tan~s transmission of mul~ple (K) transm!t The quantity I,/(t)+Q,/(t) denotes the power of the ~-l;h 
s~gnals with a s1?gle PA and pow~ ~eking for all transmit transmit signal in sample period t. In the design shown in 
s1~: T~rmt ~od~e 502. digitally upconverts. each equation (1), the powers of all transmit signals are suinmed 
~rmt s18?81 to an mtermediate frequency ~) m the . to obtain an overall power. The digital power tiackmg signal 
digital do~~' sums the resultant upconverted IF signals _for 20 is then obtained by taking the square root of the overall 
all transmit signals, and Pei:f01:1115 frequency ~conversmn power. The scaling factor of ../K accounts for conversion 
from ~ to RF f~r all transmit s~gnals toge~e~ m the analog between power and volµige. 
domain. Transmit module 502 mcludes a digital modulator In another design, the digital power tracking signal iµey 
520, ~ transmit circuit 540, PA560, duplexer 570, and power be computed as follows: . .. . .. . ... 
tracking supply generator 580. 25 

Digital modulator 520 receives I and Q samples for all p(t'r=l/l/(t)+Qi'(t)+ ... +'llx.,(t}+Qx.2(t). Eq (2) 
transmit signals and generates a modulated IF signal for all . 
transmit signals. Within digital modulator 520, the 11 and Q1 The quantity VI/(t)+Q,/(t) denotes the voltage of the k-l;h 
samples for the first transmit signal are upconverted to a first transmit signal in sample period t. In the design shown in 
IF frequency by multipliers 522a and 523a, respectively, 30 equation (2), the ~ltage of each transmit signal is first 
based on Cn and c,21) digital LO signals. The I and Q computed; and the vol~ges of all trans~t signals are then 
samples for each remaining transmit signal are upconverted summed to obtain the digital power trac::king signal. 
to a different IF frequency by multipliers 522 and 523, Equations (l) and (2) are two exemp)ary designs of 
respectively; for that transmit signal. The IF frequencies of computing the digital power tracking signal based on the I 
the K transmit signals may be selected based on the final RF 35 and Q samples for all transmit signals being sent simulta-
frequencies of the K transmit signals. A summer 524 sums neously. The digital power tracking signal computed in 
the outputs of all K multipliers 522a to 522k and provides an equation (1) or (2) has a bandwidth that approximates the 
I modulated signal. Similarly, a summer 525 sums the bandwidth of the widest transmit signal (instead of the 
outputs of all K multipliers 523a to 523k and provides a Q overall bandwidth of all transmit signals being sent simul-
modulated signal. The I and Q modulated signals from 40 tlneously). Having the bandwidth of the power tra<:~ 
summers 524 and sis form the modulated IF signal for all signal being smaller than a modulation bandwidth may 
transmit signals. allow for a more efficient power tracking circuitry and may 

Transmit circuit 540 receives I and Q modulated signals also result in less noise being injected into PA 560 via the 
from digital modulator 520 and generates a modulated RF power supply. 
signal for all transmit signals. Within transmit circuit 540, 45 The digital power tracking signal may also be computed 
the I and Q modulated signals are converted to I and Q based on the I and Q samples of the transmit signals in other 
analog signals by DACs 542 and 543, respectively. The I and manners, e.g., b11sed on other equa):i<>ns or functio!]S. In one 
Q analog signals are filtered by lowpass filters 544 and 545, design, the digital power tracking signal may be generated 
amplified by amplifiers 546 and 547, upconverted from IF to based on the I and Q samples for all transmit signals, without 
RF by mixers 548 and 549, and summed by a summer 550 so any filtering, e.g., as shown in equation (1) or (2). In another 
to generate the modulated RF signal. Mixers 548 and 549 design, the digital power tracking signal may be filtered, 
perform upconversion for the modulated IF signal based on e.g., with a lowpass filter having simill!f cbaJ:a<:teristics as 
I and Q LO sigwil_s at a suitable frequency so that the K lowpass filters 544 and 545 in ~~t circuiJ 540. 
transmit signals are upconverted to their proper RF frequen- In one design, the digital power tracking signal may be 
cies. 55 computed in the same manner ( e.g., based on the same 

Power tracking voltage generator 580 receives the 11 to IK equation) regardless of the number of transmit.signals being 
samples and the Q1 to ~ samples for all transmit signals sent simultaneously. In another design, the digital p<>wer 
being sent simultaneously. Voltage generator 580 generates tracking signal may be comp¢ed in differentmanners (e.g., 
a power supply voltage for PA 560 based on the I and Q based on different equatjons) depeIJ.~g on the ll.ll!llber of 
samples. PA 560 11,Dl.plifies the modulated RF signal from 60 transmit signals being sellt simulta!)e()usly. The digiaj 
transmit circuit 540 using the power supply voltage from power tracking signal may also be computed in diff~rent 
supply generator 580. PA 560 provides an output RF signal manners dependiIJ.g on other f;lctors such as the ~t 
for all transmit signals being sent simultaneously. The output power levels of different transmit signals. 
RF signal is routed through duplexer 570 and transmitted via The techniques described herein for generating a power 
antenna 590. 65 tracking supply voltage for multiple transmit signals may be 
· FIGS. 5 and 6 shciw two exemplary designs of a transmit used for various modulation techniques. For example, the 
module supporting simultaneous transmission of multiple techniques may be used to generate a power tracking supply 
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voltllge for mul!iple transmit signals sent. simultaneously power tracking amplifier 810. Power tracking amplifier 810 
using orthogonal frequency division multiplexing (OFDM), also provideJ; the propei: PA supply voltage (V p,;.) at Node A 
SC-FDMA, CDMA, or some other modulation techniqu~. for PA 560. Toe various circuits in power supply generator 
the techniques .tru1y al.so be used to gen~te a tracking 586 are described in further detail below. 
power supply voltage for any number of transmit signals 5 FIG. 9 shows a schematic diagram of a design of power 
being sent simultaneously. tracking amplifier 810 and switcher 820 within pov.rer Sl,lp-

FIG. 7A shows ail example of power tracking for two plygenerator586 in FIG. 8. Withinpow~rtrackingamplifier 
transmit signals sent on two non-contiguous carriers with 810, an operiJ.tiopaJ amplifier (op-amp) 910 has its non-
SC-FDMA, e.g., for non-contiguous intra-band CA shown inverting input receiving the pciwer tracking signal, its 
in FIG. 28. Toe two transmit signals are sent on two carriers 10 inverting input coupled to an output of power tracking 
separated by a 25 MHz gap, with each ciµ:rier having a amplifier 81 O (which is node X), and its output coupled to 
bandwidth of 10 MI{z.A,plot710 shows an output RF signal an input of a class AB driver 9:i:Z. Driver 912 has its first 
comprising the two transmit sJgnals and provided by PA 560 output (Rl) coupled to the gate of a P-channel metal oxide 
in FIG. 5 or 6. A plot 712 shows a power tracking signal semiconductor (PMOS) transistor 914 and its second output 
provided by power tracker 582 in FIG. 5 or 6. The power 15 (R2) coupled to the gate of an N-channel metal o:,cide 
tracking signal is computed based on I a:nd Q samples for the semiconductor (NM:OS) transistqr 916. m.l:OS transistor 
two transnut signals in accordance with equation (1 ). As 916 has its dr!J.in co11pled to node ~ and i~ source coupled 
shown in FIG. 7 A, the power tracking signal closely follows to circttlt groU,Ild, PMOS tran$istor 914 has its drain coupled 
the envelope of the output RF signal. Hence, goo4 perfor- to node X and its source coupled to the drains of PMOS 
m:a:nce and high efficiency may be achieved for PA,560. 20 transistors 918 and 920 . . PMOS transistor 918 has its gate 

FIG. 7B shows an exam.pie of power tracking for three receiving a Clcontrol signal and its soufte receiving the 
transmit signals sent O!J. tl;iree I10n-contiguous carriers with V BooST voltage. PMOS transistor 920 has its gate receiving 
OFDM, e.g., for n<:>n-contiguous intra-band CA. Toe three a C2control signala:nd its source receiving the V ilAi' voltage. 
~I!llt ~ignals are sent on three carriers, with each cam.er A current sensor 824 is coupled between node X and node 
having a bandwidth of 5 MHz and being separated by a 15 25 A and senses the Iisr current provided by po:wer tracking 
MHz gap to another carrier. Apiot 720 shows a:n output RF amplifier 810. Sensor 824 passes ~ost of the IPT current to 
signal compnsing the three transmit signals and provided by no.de A and provides a l!)Illi.lJ, fraction o.f the IPT current as a 
PA 560 in.FIG. 5 or 6. A plot 722 shows a pow~r tracking sensed current (!SEN) to switcher 820. 
signal provided by power tracker 582 in FIG. 5 or 6. Toe Within switcher 820, a current sense amplifier 930 has Ifs 
power tracking signal is CQJ;IJ.puted based on I and Q samples 30 input coupled to current se:i:iscit824 and its output coupled to 
for the three transmit s.ignals in accordance with equation an input of a switcher ciriver 932. Driver 932 has its first 
(I). As shoWI!- i,tJ. FIG. 7B, the power tracking signal follows output (Sl) coupled to the gate ofa PMOS transistor934 and 
the envelope of the output RF signal. Hence, good. perfor- its second output (S2) coupled to the gate of an NMOS 
mance and high efficiency may be aclneved for PA 560. transistor 936. NMOS transistor 936 ha.s i~ <;lrai,n couple<!. to 

It ca:n be shown that a power tracking supply voltage may 35 an output of switch~r 829 (w!ric!J. i.s II.Ode Y) and its source 
also be generated for multiple transmit signals sent on coupled to circuit grollild. PMOS transistor 934 has its drain 
multiple carriers with CDMA. In general, the power tracking coupled to no4e Y 8)).d its source receiving the V BA.T voltage. 
supply voltage can closely follow the envelope of the output In.ductor 822 is coupled between node A and node Y. 
RF signal when two transmit signaJs are sent siniultaneously, Switcher 820 operates as follows. Switcher 820 1s in an 
e.g., a.s sh<;>WIJ. in FIG. 7 A Toe power tracking supply 40 ON state when current sensor 824 senses a high. output 
voltage can approximate the envelope of the output RF current from power tracking amplifier 810 and provides a 
signal when more than two transmit signals are sent simul- low sensed voltage to driver 932. Driver 932 then provides 
taneously, e.g., as shown in FIG. 7B. a low voltage to the gate of PMOS transistor 934 and a low 

Power supply generator 586 may generate a power supply voltage to the gate of NMOS transistor 936. PMOS ~is-
voltage for PA 560 based on a power tracking signal in 45 tor 934 is turned ON and couples tl!e V BA.T voltage to 
various niaiiners. Power supply generator 586 should gen- indµctor 822,. whj.ch stores energy from the V BA.T voltage. 
erate the power supply volt11ge in an effitjent ~r in Toe current through inductor 822 rises during the ON state, 
order to conserve battery power of ~les.s device 110. with the rate of the rise being dependent on (i) the difference 

FIG. 8 shows a ~sigg. c,f power supply g@erator 586 in between the V rur voltage and the V PA. voltage at node A and 
FIGS. 5 and 6. In tl:iis design, power sU:pPly generator 586 50 (ii) the inductance of inductor 822. Conversely, swit(:her 820 
includes a power tracking amplifier (Pt Amp) 810, a is in an OFF state when current sensor 824 senses a low 
switcher 820, a boost converter 830, and an in<Juct.or 822. output current from power tracking amplifier 810 and pro-
Switcher 820 Illl!Y aJso be referred to as a swit(#ng-lllode vides a high sensed voltage to driver 932. Driver 932 then 
pow~ supply (SMPS). Switcher 820 receives a battery provides a high voltage to the gate of PMOS transistor 934 
voltage (V IMT) and provides a first supply current Cisw) 55 and a high voltage to the gate of NMOS transistor 936. 
comprising DC and low frequency components at node A. NMOS transistor 936 is turned ON, and indµctor ,22 i.s 
Inductor 822 stores current from switcher 820 and provides coupled between nQ® A and cim.Iit grollild. Toe current 
the stored current to node A on alti:rnating cycles. Boost through induct9r 822 falls during the OFF state, with the rate 
converter 830 receives the V BA.T voltage and generates a of the fall being dependent on the V PA. voltage at.node A and 
boos~ suppJy voltage (V Boosr) that is higher than the 60 the inductance of inductor 822. The V BA.T voltage thus 
V BA.T voltage. Power tracking amplifier 810 receives the provides current to PA 560 via inductor 822 during the ON 
analog power tracking signal at its signal input, receives the state, and inductor 120 provides its stored energy to PA 560 
V BA.T voltage and the V BOOST voltage at its two power supply during the OFF state. 
inputs; and provides a second silpPly cilrrent (IPT) compris- Power tracking ampiifier 810 operates ::.s follows. When 
ing high frequency components at node A. Toe PA supply 65 the power tracking signal increases, the output of op-amp 
current (Ip,;.) provided to power amplifier 560 includes the 910 increases, the R1 output of driver 912 decreases and the 
Isw current from switcher 820 and the IPT current from R2 output of driver 912 decreases until NMOS transistor 
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916 is almost turned OFF, and the output of power tracking erator (e.g., power supply generator 586 in FIG. 5) may 
amplifier 810 increases. The converse is true when the generate a power supply voltage based on the power track-
power tracking signal decreases. The negative feedback ing signal. 
from the output of power tracking amplifier 810 to the In one design, thepowertrackermaydetermineanoverall 
invextjng input of op-amp 910 results in power tracking 5 power of the plurality of transmit signals based on the I and 
amplifi~r 810 havµig unity gairi. Htmce, the output of power Q components of the plurality of transmit signals, e.g., as 
tracking amplifier 810 follows the power tracking signal, Ji2(t)+Q,2(t)+ ... +Ig2(t)+Q/(t). The power tra.cker may 
and the VP& voltage is approximately equal to the power then determine the power ~<:king sigi;ia) based on the 
traclcing signal. Driver 912 may be implemented with a class overall power of the plurality of transmit signals, e.g., as 
AB amplifier to improve efficiency, so that large output 10 shown in equation (1 ). In another design, the power tracker 
currents can be supplied even though the bias current in may determine the power of each transmit signal based on 
transistors 914 and 916 is low. the I and Q components of that transmit signal, e.g., as 
~ one design, power tracking amplifier 810 operates I.,2(t)+Q.,2(t) for the k-th transmit signal. The power tracker 

based on the V BOOST voltage only when needed and based 15 may then determine the power tracking signal based on the 
on the V BAT voltage during the remaining time in order to powers of the plurality of transmit signals, e.g., as shown in 
improve efficiency. For example, power tracking amplifier equation (2). The power tra<:~r may det~e a voltage of 
810 may provide approximately 85% of the power based on each trai;ismit si~ bas.~ on the power of the transmit 
the V =voltage and only approximately 15% of the power signal, e.g., as '/4(t)+Q/(t). The power tracker may then 
based on the V BOOST voltage. Wheri a high VP& voltage is 20 determine the power tracking signal based on voltages of the 
needed for PA 560 due to a large envelope of the output RF plurality of transmit signals, e.g., as shown in equation (2). 
signal, the Cl control signal is at logic low, and the C2 The power tracker may also determine the power tracking 
control signal is at logic high. In this case, boost converter signal based on the I and Q components of the plurality of 
830 is enabled and generates the V BooST voltage, PMOS transmit signals in other manners. In one design, the plu-
transistor 918 is tu:med ON and provides the V BOOST voltage 25 rality of transmit signals may be sent on a plurality of 
to the soutce of PMOS transistor 914, and PMOS transistor carriers at different frequencies. The power tra1:kir1g signal 
920 is tu:med OFF. Conversely, when a high VP& voltage is may h/lve a bandwidth that is smaller than an overall 
not needed for PA 560, the Cl control signal is at logic high, bandwidth of the plurality of carriers. 
and the C2 control signal is at logic low. In this case, boost In one design, the apparatus may comprise a plurality of 
converter 830 is disabled, Pfyl:OS transistor 918 is tu:med 30 transmit circuits and a suril.o:ier, e.g., as shown in FIG. 5. The 
OFF, and PMOS transistor 920 is tu:med ON and provides plurality of transmit circuits (e.g., transmit circuits 540a to 
the V B&T voltage to the source of PMOS transistor 914. 540k) may receive the I and Q components of the plurality 

A control signal generator 940 receives the power track- of transmit signals and may provide a plurality of upcon-
ing signal and the V B.4T voltage and generates the Cl and C2 verted RF signals. Each transmit circuit may upconvert I and 
control signals. The Cl control signal is complementary to 35 Q components of one transmit sigl¥!1 @d provide a cone-
the C2 control signal. In one design, generator 940 generates spending upconverted RF signal. The summer ( e.g., summer 
the Cl and C2 control signals to select the V BoosT voltage 552) may sum the plurality of upconverted RF signals and 
for power tra~g anwlifier 910 when the magnitude of the provide a modulated RF signal. In another design, the 
power tracking signal exceeds a first threshold. The first apparatus may comprise a transmit circuit ( e.g., transmit 
threshold may be a fixed threshold or may be determined 40 circuit 540 in FIG. 6) that may receive a modulated IF signal 
based on the V JUT voltage. in another design, generator 940 for the plurality of transmit signals and provide a modulated 
generates the Cl and C2 control signals to select the V BOOST RF signal. The modulated IF signal may be generated (e.g., 
voltage for power tracking amplifier 910 when the magni- by digital modulator 520 in FIG. 6) based on the I and Q 
tude of the power tracking signal exceeds the first threshold compon~ts of the plurality of transmit signals. In an exem-. 
and the V JUT vol~ge is below a second threshold, Generator 45 plary design, the apparatus may further comprise a PA (e.g., 
940 may al,so generate the Cl and C2 ~gnals based on other PA 560 in FIGS. 5 and 6) that may amplify the modulated 
signals, other voltages, and/or other criteria. RF signal based on the power supply voltage and provide an 

Switcher 820 has high efficiency and delivers a majority output RF signal. 
of the supply cutrent for PA 560. Power traclcing amplifier In an exemplary design, the power supply generator may 
810 operates as a linear stage and has relatively high 50 comprise a pow~r t:racking !IIllpJip.er (e.g., power tra<:king 
bandwidth (e.g., in the MFiz range). Switcher 820 operates amplifier 810 in FIGS. 8 and 9) that may receive the power 
to reduce the output current from power tracking amplifier tracking signal and generate the power supply voltage. The 
810, which improves overall efficiency. power supply g¢nerator may further comprise a switcher 

FIG. 9 shows an exempla:ry design of switcher 820 and and/or a boost converter. Toe switcher (e.g., switcher 820 in 
power tracking amplifier 810 in FIG. 1. Switcher 820 and 55 FIGS.8and9)maysenseafirstcurrent(e.g.;theincurrent) 
power tracking amplifier 810 ~y also be implemented in from the power t:racking amplifier a.I!fi provide a second 
other manners. For example, power tracking amplifier 810 current (e.g., the Iswcurrent) for the power supply voltage 
may be implemented as described in U.S. Pat. No. 6,300, based on the sensed first current. The boost converter (e.g., 
826, entitled" Apparatus and Method for Efficiently Ampli- boost converter 830 in FIGS. 8 and 9) may receive a battery 

!I 
,I 

fying Wideband Envelope Signals," issued Oct. 9, 2001. 60 voltage and provide a boosted voltage for the power tracking 
In an exemplary design, an apparatus (e.g., an integrated amplifier. The power tracking amplifier may operate based 

circuit, a wireless device, a circuit module, etc.) may com- on the boosted voltage or the battery voltage. 
prise a power tracker and a power supply generator. The FIG. 10 shows a design ofa process 1000 for generating 
power tracker (e.g., power tracker 582 in FIG. 5) may a power supply voltage with power tracking. A power 
determine a power tracking signal based on I and Q com- 65 tracking signal may be determined based on I and Q com-
ponents (e.g., I and Q samples) of a plurality of transmit ponents of a plurality of transmit signals being sent simul-
signals being sent simultaneously. The power supply gen- taneously (block 1012). In one design of block 1012, an 

I 
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overall power of the plurality of transmit signals may be 
determined based on the I and Q components of the plurality 
of transmit signals. Toe power tracking signal may then be 
determined based on the overall power of the plurality of 
transmit signals, e.g., as shown in equation (1). In another s 
design of block 1012, tl\e pciwer of each transmit signal may 

14 
puter-readable medium. For example, if the software is 
transmitted from a website, server, or other remote source 
using a coaxial cable, fiber optic cable, twi.ste<i p~, digital 
subscriber line (DSL ), or wireless tec:hi;tologi~s such a.s 
infrared, radio, and microwave, t:ruln the coaxial cable; fib~r 
optic cable; twisted pair, DSL, or w~less technologi~ such 

be determined based on the I and Q components of the 
transmit signal. Toe power tracking signal may then be 
determined based on the powers of the plurality of transmit 
signals, e.g., as shown in equation (2). 

A power supply volrage may be generated based on the 
power tracking signal (block 1014). In one design, the power 
supply voltage may be generated with. a amplifier (e.g., 
amplifier 810 in FIG. 9) that tracks the power tracking 
signal. The power supply voltage may also be generated 1s 
based on a switcher and/or a boost converter. 

as infrared, radio, and microv,:ave are included in the defi
nition of medium. Disk and disc, as used herein, includes 
compact disc (CD), laser disc, optical disc, digitai versatile 

10 disc (DVD), floppy disk and blu-ray disc where disks 
usually reproduce data magnetically; while discs reproduce 
data optically with lasers. Combinations of the above should 
also be included within the scope of computer-rea<iabl~ 

A modulated RF signal may be generated based on the I 
and Q components of the plurality of transmit signals (block 
1016). In o_n.e ~sign, I and Q components of each transmit 
signal may be upcoi;iverted to obtain a corresponding upcon- 20 

verted RF signal. A plurality of upconverted RF signals for 
the plurality of transmit signals may then be summed to 
obtain the modulated RF signal, e.g., as shown in FIG. 5. In 
another design, a modulated IF signal m:ay be generated 
based on the I and Q components of the plurality of transmit 2s 
signals, e.g,, as shown in FIG. 6. The modulated IF signal 
may then be upconverted to obtain the modulated RF signal. 
In any case, the modulated RF signal may be amplified with 
a PA ( e.g., PA 560 in FIGS. 5 and 6) operating based on the 
power supply voltage to obtain an output RF signal (block 30 

1018). 
The power tracker and power supply generator described 

herein may be implemented on an IC, an analog IC, an 
RFIC, a mixed-signal IC, an ASIC, a printed circuit board 
(PCB), an electronic device, etc. The power tracker and 3S 

power supply genera~or may also be fabricated with various 
IC process technologies such as coI11plementazy metal oxide 
semiconductor (CMOS), NMOS, PMOS, bipolar junction 
transistor (BIT), bipolar-CMOS (BiCMOS), silicon germa
nium (SiGe), gallium arsenide (GaAs), etc. 

An apparatus implementing the power tracker and/or 
power supply generator described herein may be a stand
alone device or may be.part of a larger device. A device may 

40 

media. 
Toe previous description of the disclosure is provided to 

enable any person skilled in the art to make or use the 
disclosure. Various modifications to the disclosure will be 
readily apparent to those skilled in the art, and the generic 
principles defin~ ~rein may be applied to other variations 
without departing from the scope oftj:ie disclosure. Thus, the 
disclosure is not intended to be l.imJ~ to ~ exan;iples and 
designs described herein but is to be !tccorded the widest 
scope consistent with the principles and novel features 
disclosed herein. 

What is claimed is: 
1. An appara~s comprising: 
a power tt:ac.kEll' configured to @termine a single 119y;er 

tracking signal based on a plurality of inphase (I) and 
quadrature (Q) components of a plurality of carrier 
aggregated transmit signals being sent simultaneously, 
wherein the power tracker receives the phiraiity of I 
and Q components corresponding to the j>lu:rality of 
carrier aggregated transmit signals and generates the 
single power tracking signal base.cl on a combination of 
th~ plurality of I and Q components, wherein the 
plurality of carrier aggregated traµsmit signaj_s COIi).· 

prise Orthogonal Frequency Division fyl:ul)iplexing 
(OFDM) or Single Carrier Frequency Division Mul
tiple Access (SC-FDMA) signals; 

a power supply generator configured to generate a single 
power supply voltage based on.the single power track
ing signal; and 

a power amplijier co¢igu,red to rec~ve the single power 
supp_ly voltage 31).d tlie plui:a]jty of 1:arrifi!I' aggregaied 
transmit signals being sent simultaneously to produce a 
single output radio frequency (~) signal. 

be (i) a. stand-alone IC, (ii) a set of one or more !Cs that may 
include memory ICs for storing data and/or instructions, (iii) 4_5 
an RFIC such as an RF receiver (RFR) or an RF transmitter/ 
receiver (RTR.), (iv) an ASIC such as a mobile station 
modem (MSM), (v) a module that may be embedded within 
other devices, (vi) a receiver, cellular phone, wireless 
device, handset, or mobile unit, (vii) etc. 

2. The apparatus of claim 1, wherein the power tracker is 
so configured to: 

In one or more exemplary designs, the functions 
described may be implemented in hardware, software, firm. 
ware, or any combiila'tion thereof. If implemented in soft
ware, the functions may be store4 on or transmitted over as 
one or more instructions or code on a computer-readable ss 
medium. Computer,readable media includes both computer 
storage media and communication media including any 
medium that facilitates transfer of a computer program from 
one place to another. A storage media may be any available 
media that can be accessed by a computer. By way of 60 

example, and not limitation, such computer-readable media 
can comprise RAM, ROM, EEPROM, CD-ROM or other 
optical disk storage, magnetic disk storage or other magnetic 
storage devices, or any other medium that can be used to 
carry or store desired program code ill the form of instruc- 6S 
tions or data structures and that can be accessed by a 
computer. Also, any connection is properly termed a com-

detennine an overall power of the plurality of carrier 
aggregated transmit signals based on the I and Q 
components of the plurality of carrier aggregated trans
mit sigi:lals, and 

determine the single power tracking signal based on the 
overall power of the plurality of carrier aggregated 
transmit signals. 

3. The apparatus of claim 1, wh~ the pow~r trll<:~er is 
configured to: 

determine a power of each transmit signal in the plurality 
of carrier aggregated transmit signals based on the I and 
Q components of each transmit signal, and 

determine the single pciwer tracking signal based on a sum 
of said power of each transmit signal of the plurality of 
carrier aggregated transmit signals. 

4. The apparatus of claim 1, wherein the power tracker is 
configured to: 
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determine a power of each transmit signal in the plurality 
of carrier aggregated transmit signals based on the I ap.d 
Q components of each transmit signal, 

determine a voltage of each transmit signal based on the 
power of each transmit signal, and 5 

determine the single power tracking signal based on said 
voltage of each transmit signal of the plurality of carri1:r 
aggregated tpl,nsmit signaJs. 

S. Tl;Le apparatus of claim 1, further comprising: 
a plurality of transmit circuits configured to receive the I 10 

and Q components of the plurality of carrier aggregated 
transmit signals and provide a plurality ofupconverted 
RF signals, each transmit circuit configured to upcon
vert I and Q components of one of the plurality of 
carrier aggregated transmit signals and provide a cor- 15 

responding upconverted RF signal, and 
a summer configured to sum the plurality of upconverted 

RF signals and provide the plurality of carrier aggre
gated transmit signals to the power amplifier. 

6. The apparatus of claim 1, further comprising: 20 
a transmit circuit configured to receive a modulated 

inteimediate frequency (IF) signal and provide the 
plurality of carrier aggregated transmit signals to the 
power amplifier, the modulated IF signal being gener
ated based on the I and Q components of the plurality 2_5 

of carrier aggregate<l transmit signals. 
7. The apparl!tu_s of claizll 1, the power supply generator 

comprising: 
a power tracking amplifier configured to receive the 

power tracking signal and generate the power supply 30 

voltage. 
8. The apparatus of claim 7, the power supply generator 

further comprising: 
_ a switcher configured to sense a first current from the 

power ~eking amplifier and provide a second cummt 35 

for the power supply voltage based on the sensed first 
current. 

9. The apparatus of claim 7, the power supply generator 
further comprising: 

a boost converter configured to receive a battery voltage 40 

and provide a boosted voltage for the power tracking 
amplifier. 

10. The appllratus of claim 9, wherein the power tracking 
amplifi1:r operates based on the boosted voltage or the 
battery voltage. 45 

11. The apparatus of claim 1, wherein the plurality of 
carrier aggregated transmit signals are sent on a plurality of 
carriers at different frequencies. 

12. The apparatus of claim 11, wherein the single power 
tracking signal has a bandwidth that is smaller than an so 
overall bandwidth of the plurality of carriers. 

13. The apparatus of claim 1, wherein the carrier aggre
gated transmit signals are intra-band carrier aggregated 
transmit signals. 

14. The app~~ of claim 13, whereiii the intra-band ss 
carrier aggregated transmit signals are contiguous. 

15. The apparatus of claim 13, wherein the intra-band 
carrier aggregated transmit signals are non-contiguous. 

16. the apparatus of claim 1, wherein the power tracker 
is configured to determine the single power tracking signal 60 
based on :functions cqmprising: 

squaring each of the plurality of inphase (I) and quadra
ture (Q) components to produce a plurality ofl2 and Q_2 
values; 

summing the plurality of 12 and Q2 values to produce an 65 

overall power; and 
taking the square root of the overall power. 

16 
17. The apparatus of claim 1, wherein the power tr.ii:ker 

is configured to determine the single power tr.icking signal 
based on functipns compiising: 

calculating VI/(tS+Q/(t) corresponding to K inphase (I) 
and quadra~ (Q) components to produce I( voltages; 
and 

summing the K voltages. 
18. A method comprising: 
determining a single power tracking signal based on a 

plurality of inphase (I) and quadrature (Q) components 
of a plurality of carrier aggregated transmit signals 
being sen,t simultaneously, wherein a power tracker 
receives the plurality of I and Q components corre
sponding to the plurality of carrier aggregated transmit 
signals and generates the single power tracking signal 
based on a combina:tion of the pbirality of I and Q 
components, wherein the plurality of carrier aggregated 
transmit signals comprise Orthogonal Frequency Divi
sion Multiplexing (OFDM) or Single Carrier Fre
quency Division Multiple A~cess (SC-FPMA) signals; 

generating a single power supply voltage based on the 
single power tracking signal; and= 

receiving the single power supply voltage and the plural
ity of carrier aggregated transmit signals being sent 
simultaneously in a power amplifier and producing a 
single output radio frequency (RF) signal. 

19. The method of claim 18, wherein the <letermining the 
single power tracking signal comprises: 

determining an overall power of the plurality of carrier 
aggregated transmit signals based on the I and Q 
components of the plurality of cam.er aggregated trans
mit signals, and 

determining the single power tracking signal based on the 
overall power of the plurality of carrier aggregated 
transmit signals. 

20. The method of claim 18, wherein the· determining the 
single power tracking signal comprises: 

determining a power of each transmit sigD!li in the plu
rality of carrier aggregated transmit signals based on 
the I and Q components of each transmit signal, and 

determining the single power tracking signal based on a 
sum of saiil power of each transmit sigiial of the 
plurality of carrier aggregated transmit signals.~ 

21. The method of claim 18, further comprising: 
receiving the I and Q components of the plurality of 

carrier aggregated transmit signals in a plurality of 
transmit circuits and providing a plwality of upcon
verted RF signals from the plurality of transmit circuits, 
each transmit circuit upcoriverting I arid.Q components 
of one of the plurality of carrier aggregated transmit 
signals and providing a corresponding upconverted RF 
signal, and 

summing the plurality of upconverted RF signals and 
providing the plurality of carrier aggregated transmit 
signals to the power amplifier. 

22. The method of claim 18, further comprising: 
receiving a modulated intermediate frequency (IF) signal 

in a transmit circuit and providing the plurality of 
carrier aggregated transmit signals to the power ampli
fier from the transmit circuit, the modulated IF signal 
being generatl:<l based og. the I an<l Q COJ:I!POnents of the 
plurality of qurier aggregate<l transmi~ signals. 

23. The methc:>d of claim 18, wherein the carri1:r aggre
gated transmit signa1~ are intra-band carrier aggregated 
transmit signals. 
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24. The method of claiin 23, wherein the intra-band 
carrier aggregated transmit signals are contiguous. 

25. The method of claim 23 wherein the intra-band carrier 
aggregated transmit signals are ncin:.Contiguous. . .. 
· 26. The method of claim 18, wherein detetmining the s 
single power tracking signal comprises: 

squaring each of the plurality of inphase (I) and quadra
ture (Q) components to produce a plurality ofl2 and Q2 

values; 
summing the plurality ofl2 and Q2 values to produce an 10 

overall power; and 
taking the square root of the overall power. 
27. The method of claim 18, wherein determining the 

single power trytcking signal comprises: 
calculating 1JI/(t)~2(t) corresponding to K inphase (I) 1s 

and quadrature (Q) components to produce K voltages; 
and 

summing the voltages. 
28. An app~tus comprising: 
means for determining a single power tracking signal 20 

based on a plurality of inphase (I) and quadrature (Q) 
components of a plurality of carrier aggregated transmit 
sigilals being sent simultaneously, wherein a power 
tracker receives the plurality of I and Q components 
corresponding to the plurality of carrier aggregated 25 

transmit signals and generates the single power track
ing signal based on a combina~on of the plurality of I 
and Q components, wherein the plurality of carrier 
aggregated transmit signals comprise Orthogonal Fre
quency Division Multiplexing (OFDM) or Single Car- 30 
rier Frequency Division Multiple Access (SC-FbMA) 
signals; 

means for generating a single power supply voltage based 
on the single power tracking signal; and 

means for receiving the single power supply voltage and 35 

the plurality of carrier· aggregated transmit sigruils 
being sen~ simul~t!Ou_~ly an.d producing a single out
put radio frequency (RF) signal. 

29. The apparatus of claim 28, wherein the means for 
determining the single power tracking signal com:prises: 40 

means for determining an overall power of the plurality of 
carrier aggregated transmit signals based on the I and Q 
components of the plurality of carrier aggregated trans
mit signals, and 

means for determining the single power tracking signal 45 

based on tp.e overall power of the plurality of carrier 
aggregated transmit signals. 

18 
30. The apparat_us of claim 28, wherein the means for 

determining the single power tracking signal comprises: 
means for determining a power of each transmit signal in 

the plurality of carri~ aggregated transmit signals 
based on the I and Q components of each transmit 
signal, and 

means for detemiining the single power tracking signal 
based on a sum of said power of each transmit signal of 
the plurality of carrier aggregated transmit signals. 

31. The apparatus of claim 28, further comprising: 
means for receiving the I and Q componen,ts of the 

plurality of carrier aggregated transmit si~s and 
separat~ly upconverting the I and Q compqnents of the 
plurality of carrier aggregated transmit signals to pro
vide a plurality of upcoliverted RF signals, and 

means for sum:miil.g the plurality of upconverted RF 
signals and providing the plurality of carrier aggregated 
transmit signals to a power amplifier. 

32. The apparatus of claim 28, further comprising: 
means for receiving a modulated intermedill~e frequency 

(IF) signal and providing the plurality of carrier aggre
gated transmit signals to a power amplifier, the modu
lated IF signal being generated based on the I and Q 
components of the plurality of carrier aggregated trans
mit signals. 

33. A oon-transitory computer-readable medium compris
ing instructions, that when executed by a processor, cause 
the processor to: 

determine a single power tracking signal based on a 
phn:ality of inphase (I) and quadrature (Q) components 
of a plurality of carrier aggregated transmit signals 
being sent simultaneously, wherein a power tracker 
receives the plurality of I and. Q components corre
sponding to the phirlllity of carrier aggregated transmit 
signals and generates the single power tracking signal . 
based on a combination of the plurality of I and Q 
components, wherein the plurality of carrier a~ed 
transmit signals comprise Orthogonal Frequency Divi
sion Multiple_xiµg (OFDM) or Single Carri~ Fre
quency Division Multiple Access (SC-FDMA) signals; 

generate a single power supply voltage based on the 
single power tracking signal; and 

receive the single power supply voltage and the plurality 
of carrier aggregated transmit signals being sent simul
taneously in a power amplifier to produce a single 
output radio frequency (RF) signal. 

• • • • • 
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