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Plaintiff Qualcomm Incorporated (“Qualcomm™), by its undersigned
attorneys, alleges, with knowledge with respect to its own acts and on information

and belief as to other matters, as follows:
NATURE OF THE ACTION

1. Qualcomm brings this action to compel Apple to cease infringing
Qualcomm’s patents and to compensate Qualcomm for Apple’s extensive
infringement of several patented Qualcomm technologies.

2. Qualcomm is one of the world’s leading technology companies and a
pioneer in the mobile phone industry. Its inventions form the very core of modern
mobile communication and enable modern consumer experiences on mobile devices
and cellular networks.

3. Since its founding in 1985, Qualcomm has been designing, developing,
and improving mobile communication devices, systems, networks, and products. It
has invented technologies that transform how the world communicates. Qualcomm
developed fundamental technologies at the heart of 2G, 3G, and 4G cellular
communications, is leading the industry to 5G cellular communications, and has
developed numerous innovative features used in virtually every modern cell phone.

4. Qualcomm also invests in technologies developed by other companies
and has acquired companies (and their patented innovative technologies) as part of
its emphasis on supporting innovation. Qualcomm’s patent portfolio currently
includes more than 130,000 issued patents and patent applications worldwide.
Hundreds of mobile device suppliers around the world have taken licenses from
Qualcomm.

5. Apple is the world’s most profitable seller of mobile devices. Its
iPhones and other products enjoy enormous commercial success. But without the
innovative technology covered by Qualcomm’s patent portfolio, Apple’s products
would lose much of their consumer appeal. Apple was a relatively late entrant in the

mobile device industry and its mobile devices rely heavily on the inventions of
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Qualcomm and other companies that Qualcomm has invested in. Nearly a decade
before Apple released the iPhone, Qualcomm unveiled its own full-feature, top-of-
the-line smartphone. According to CNN’s 1999 holiday buying guide, Qualcomm’s
pdQ 1900 “lets you make calls, keep records, send email, browse the web and run
over a thousand different applications, all while on the go. Although a cell phone, it
is one of the first truly portable, mobile and multipurpose Internet devices.”! While
Qualcomm no longer markets phones directly to consumers, it continues to lead the
development of cutting-edge technologies that underpin a wide range of important
wireless-device features. Other companies, like Apple, now manufacture and
market phones that feature Qualcomm’s innovations and the innovations of other
technology pioneers that Qualcomm invested in.

6. Qualcomm’s innovations in the mobile space have influenced all
modern smartphones, and Apple—Ilike other major mobile device makers—utilizes
Qualcomm’s technologies. Qualcomm’s patented features enable and enhance
popular features that drive consumer demand, for example, enhancements to high
performance and power efficient graphics processing architectures, reducing power
consumption and increasing battery life through envelope tracking, reducing power
consumption and increasing efficiency of integrated circuits through voltage level
shifter improvements, “flashless boot” technology that reduces memory expenses
with little to no performance impact, reducing circuit power consumption by
minimizing power-intensive bus activation, and power-efficient carrier aggregation
allowing faster network performance and longer battery life, among many others.

7. In short, Qualcomm invented many core technologies that make the
iPhone (and other smartphones and mobile devices) desirable to consumers in their

daily lives.

' http://edition.cnn.com/1999/TECH/ptech/12/03/qualcomm.pdg/
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8. While Apple built the most successful consumer products in history by
relying significantly on technologies pioneered by Qualcomm, Apple refuses to pay
for those technologies. Apple’s founder boasted that Apple “steals” the great ideas
of others—specifically, that “we have always been shameless about stealing great
ideas.”? Apple employees likewise admit that Apple—a relatively late entrant in the
mobile space—did not invent many of the iPhone’s features. Instead, Apple
incorporated, marketed, and commercialized the work of others: “I don’t know how
many things we can come up with that you could legitimately claim we did first. . . .
We had the first commercially successful version of many features but that’s
different than launching something to market first.”

0. Rather than pay Qualcomm for the technology Apple uses, Apple has
taken extraordinary measures to avoid paying Qualcomm for the fair value of
Qualcomm’s patents. On January 20, 2017, Apple sued Qualcomm in this district,
asserting an array of excuses to avoid paying fair-market, industry-standard rates for
the use of certain of Qualcomm’s pioneering patents that are critical to a modern
smartphone like the iPhone. See Case No. 3:17-cv-00108-GPC-MDD. Apple also
encouraged the companies that manufacture the iPhone to breach their contracts
with Qualcomm by refusing to pay for the Qualcomm technology in iPhones,
something that those manufacturers had done for many years, without complaint,

before Apple’s direction to stop. Further, Apple misled governmental agencies

2 Interview with Steve Jobs, available at
https://www.youtube.com/watch?v=CWO0DUg631qU (“Picasso had a saying, ‘good
artists copy, great artists steal.” And we have always been shameless about stealing
great ideas.”).

3 April 2010 email from Apple’s iPhone Product Marketing Manager, Steve
Sinclair, reported in: Rick Merritt, Schiller ‘shocked at ‘copycat’ Samsung phone,
Embedded (Aug. 3, 2012), http://www.embedded.com/print/4391702 (April 21,
2017 snapshot of page, accessed via Google’s cache).
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around the world into investigating Qualcomm in an effort to indirectly exert
leverage over Qualcomm.

10. Many of Qualcomm’s patents are essential to certain cellular or other
standards (“Standard Essential Patents,” or “SEPs”), such that the use of an
underlying technological standard would require use of the patent. Qualcomm owns
a wide range of non-standard-essential patents for inventions in various technologies
related to mobile devices.

11. In this suit, Qualcomm asserts a set of six non-standard-essential
patents infringed by Apple’s mobile electronic devices. The patents asserted in this
suit represent only a small fraction of the Qualcomm non-standard-essential patents
that Apple uses without a license.

12.  Qualcomm repeatedly offered to license its patents to Apple. But
Apple has repeatedly refused offers to license Qualcomm’s patents on reasonable
terms. Qualcomm therefore seeks to enforce its rights in the patents identified
below and to address and remedy Apple’s flagrant infringement of those patents.

PARTIES

13. Qualcomm is a Delaware corporation with its principal place of
business at 5775 Morehouse Drive, San Diego, California. Since 1989, when
Qualcomm publicly introduced Code Division Multiple Access (“CDMA”) as a
commercially successful digital cellular communications standard, Qualcomm has
been recognized as an industry leader and innovator in the field of mobile devices
and cellular communications. Qualcomm owns more than 130,000 patents and
patent applications around the world relating to cellular technologies and many
other valuable technologies used by mobile devices. Qualcomm is a leader in the
development and commercialization of wireless technologies and the owner of the
world’s most significant portfolio of cellular technology patents. Qualcomm derives

a substantial portion of its revenues and profits from licensing its intellectual
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property. Qualcomm is also a world leader in the sale of chips, chipsets, and
associated software for mobile phones and other wireless devices.

14.  Apple is a corporation organized and existing under the laws of the
State of California, with its principal place of business at 1 Infinite Loop, Cupertino,
California. Apple designs, manufactures, and sells throughout the world a wide
range of products, including mobile devices that incorporate Qualcomm’s patented

technologies.
JURISDICTION AND VENUE

15. This action arises under the patent laws of the United States of
America, 35 U.S.C. § 1 ef seq. This Court has jurisdiction over the subject matter of
this action pursuant to 28 U.S.C. §§ 1331 and 1338(a).

16.  This Court has personal jurisdiction over Apple because it is organized
and exists under the laws of California.

17.  Venue is proper in this District pursuant to 28 U.S.C. § 1391(b) and (¢)
and 28 U.S.C. § 1400(b). Venue is appropriate under 28 U.S.C. 1400(b) at least
because Apple is incorporated in California and because Apple has committed acts
of infringement and has a regular and established place of business in this district.
Apple’s acts of infringement in this district include but are not limited to sales of the
Accused Products at Apple Store locations in this district, including but not limited
to 7007 Friars Road, San Diego, CA 92108 and 4505 La Jolla Village Drive, San
Diego, CA 92122.

STATEMENT OF FACTS

Qualcomm Background
18.  Qualcomm was founded in 1985 when seven industry visionaries came
together to discuss the idea of providing quality communications. For more than 30
years, Qualcomm has been in the business of researching, designing, developing,
and selling innovative semiconductor and cellular technology and products for the

telecommunications and mobile technology industries.
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19.  When Qualcomm was founded, cellular phones were cumbersome,
heavy and expensive devices that supplied inconsistent voice communications—
audio quality was poor, users sometimes heard portions of others calls, handoffs
were noisy, and calls frequently dropped. Qualcomm played a central role in the
revolutionary transformation of cellular communications technologies. Today,
cellular devices are remarkably powerful and can deliver reliable voice service and
lightning-fast data to billions of consumers around the world at affordable prices.

20.  Qualcomm is now one of the largest technology, semiconductor, and
telecommunications companies in the United States. It employs over 18,000 people
in the United States, 68 percent of whom are engineers, and it occupies more than
92 buildings (totaling over 6.5 million sq. ft.) in seventeen states and the District of
Columbia.

21.  Qualcomm’s industry-leading research and development efforts,
focused on enabling cellular systems and products, are at the core of Qualcomm’s
business. Since its founding, Qualcomm has invested tens of billions of dollars in
research and development related to cellular, wireless communications, and mobile
processor technology. Qualcomm’s massive research and development investments
have produced numerous innovations. Because of this ongoing investment,
Qualcomm continues to drive the development and commercialization of successive
generations of mobile technology and is one of a handful of companies leading the
development of the next-generation 5G standard.

22. In addition to Qualcomm’s investments in research and development
internally, Qualcomm has a rich history of investing in and acquiring technologies
developed by other industry leaders. By purchasing companies and patents from
companies who desire to sell their innovations, Qualcomm fosters innovation by
enabling those companies to realize a return on their research and development

investments and, therefore, incentivizes additional research and development.
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23.  As aresult of the strength and value of Qualcomm’s patent portfolio,
virtually every major handset manufacturer in the world has taken a royalty-bearing
license to Qualcomm’s patent portfolio. The licenses to Qualcomm’s patents allow
manufacturers to use numerous forms of critical and innovative Qualcomm
technology without having to bear the multi-billion dollar, multi-year costs of
developing those innovations themselves.

Apple Background

24.  Apple has built the most profitable company in the world, thanks in
large part to products that rely on Qualcomm’s patented technologies. With a
market capitalization of more than $700 billion, $246 billion in cash reserves, and a
global sphere of influence, Apple has more money and more influence than many
countries. Relying heavily on Qualcomm technology and technology Qualcomm
has acquired, Apple has become the dominant player in mobile device sales.
Apple’s dominance has grown every year since the iPhone’s launch in 2007. In
recent years, Apple has captured upwards of 90 percent of all profits in the
smartphone industry.

Qualcomm’s Technology Leadership

25. The asserted patents reflect the breadth of Qualcomm’s dedication and
investment in research and development relating to wireless technology. Qualcomm
invented numerous proprietary solutions that are used to optimize products around
the globe. Many of those inventions are reflected in Qualcomm’s non-standard-
essential patents (such as the patents asserted in this case).

26. As mobile electronic devices have become more powerful with greater
functionality, device manufacturers have faced numerous problems with power
consumption, noise reduction, battery charging, graphics processing and heat
dissipation, among others. The asserted patents disclose and claim Qualcomm
technology that solves many of these problems by enhancing chip performance

through advanced carrier aggregation, power-efficient envelope tracking, power-
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efficient boot up and inter-chip communication techniques, area- and power-
efficient circuit designs, and more powerful and efficient graphics processing
circuitry and techniques.

27.  For example, Qualcomm pioneered various “envelope tracking”
techniques for mobile devices to save power and reduce heat inside a mobile device
when transmitting at different signal strength. Using one of these techniques as set
forth in Qualcomm’s ‘558 patent, the radio frequency (RF) amplifier power supply
is continuously adjusted and dynamically boosted, as necessary, to ensure that the
amplifier is operating at peak efficiency for the power required during transmission.
Envelope tracking allows for a thinner, lighter mobile electronic device that
generates less heat. Without envelope tracking, power is wasted and battery life is
shorter.

28.  As another example, Apple has touted the capability of its newest
mobile electronic devices to support “carrier aggregation” technology. This means
that a mobile device can simultaneously transmit radio signals for multiple carriers,
which again allows for a more efficient use of power and longer battery life.
Indeed, Apple’s Senior Vice President of Worldwide Marketing proclaimed that one
of the differentiating features of the iPhone 6 is that its enhanced speed is done
“with a technology called carrier aggregation.”® Qualcomm has pioneered and
patented technologies that allow this carrier aggregation to be utilized more
efficiently and with less wasted power.

29.  Qualcomm has also pioneered breakthrough mobile graphics
technologies. Each of Qualcomm's industry-leading Snapdragon processors employ
advanced Adreno series graphics processing units (“GPUs”). Mobile device GPUs

must be powerful enough to meet the increasing computational demands of mobile

4 https://singjupost.com/apple-iphone-6-keynote-september-2014-launch-event-
full-transcript/?singlepage=1 (emphasis added).
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operating systems without unnecessarily draining the battery life of the mobile
device. The Adreno GPU architecture is the “highest-performance GPU ever
designed by Qualcomm,” providing 40% lower power consumption with 40% faster
performance than the previous Adreno series.’

30. Qualcomm’s patented graphics processing architecture delivers
efficiency gains while simultaneously providing excellent performance—receiving
praise from Forbes for “dazzl[ing] in GPU performance."® Apple heavily markets
its GPU performance, claiming that the GPU in the iPhone 7 would “deliver 50%
more graphics performance than the [the previous version].”” Apple has chosen to
use Qualcomm’s patented improvements to graphics processing architecture,
including U.S. Patent No. 8,633,936, without paying for them, to deliver high speed
and power-efficient graphics that Apple promises and its customers now demand.

31.  Qualcomm has invested substantially in both advancing standards and
the quality of service provided to anyone using that standard, as well as proprietary
implementations of modem technology (e.g., innovations in lowering costs and
driving efficiency). For example, Qualcomm is a pioneer in “flashless boot”
technology, to which the 949 patent relates, which enables phone manufacturers to
use less storage in relation to wireless modems. Storage in a handheld device can be
both expensive and contribute to weight and size concerns. Indeed, incremental
increases in flash storage for currently available iPhones can cost $100,® and Apple

has also touted its iPhone devices as thin and light.

> https://www.theinquirer.net/inquirer/news/2421804/qualcomm-outs-next-gen-
adreno-gpu-ahead-of-snapdragon-820-launch.

¢ https://www.forbes.com/sites/moorinsights/2017/03/23/qualcomms-new-
snapdragon-835-dazzles-in-gpu-performance/#6b7099262075.

7 https://www.extremetech.com/computing/235140-apples-new-al0-fusion-
quad-core-high-efficiency-and-a-more-powerful-gpu.

8 https://www.apple.com/shop/buy-iphone/iphone-7.
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32.  Similarly, Qualcomm has invested and developed novel solutions to
save power in mobile devices, including by synchronizing messages within a mobile
device to reduce both time and power needed for inter-processor communication.
The ’490 patent allows mobile devices to operate just as efficiently with lower
power consumption, which in turn prolongs the battery life of those devices. Apple
benefits from this technology, simultaneously touting the long battery life of its

devices while relying upon a relatively small battery as compared to the iPhone's

peers.
The Accused Devices
33.  As set forth below, a variety of Apple’s devices—including certain of
Apple’s iPhones and iPads —practice one or more of the Patents-in-Suit.

The Patents-in-Suit

34.  The following patents are infringed by Apple (“Patents-in-Suit”):

U.S. Patent No. 8,633,936 (“the *936 patent”), U.S. Patent No. 8,698,558 (“the
’558 patent”), U.S. Patent No. 8,838,949 (“the 949 patent™), U.S. Patent

No. 9,535,490 (“the *490 patent”), and U.S. Patent No. 9,608,675 (“the

’675 patent”).

35.  As described below, Apple has been and is still infringing, contributing
to infringement, and/or inducing others to infringe the Patents-in-Suit by making,
using, offering for sale, selling, or importing devices that practice the Patents-in-
Suit. Apple’s acts of infringement have occurred within this District and elsewhere
throughout the United States.

U.S. Patent No. 8,633,936

36. The ’936 patent was duly and legally issued on January 21, 2014 to
Qualcomm, which is the owner of the 936 patent and has the full and exclusive
right to bring actions and recover damages for Apple’s infringement of the ‘936
patent. The 936 patent is valid and enforceable. A copy of the ‘936 Patent is
attached hereto as Exhibit A.
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37. The ’936 patent relates generally to a graphics processing architecture.
The *936 patent discloses novel methods and structures for forming graphics
processing circuitry incorporating multiple execution units for processing graphics
instructions at different graphics precision levels, and for converting graphics data to
the correct precision level prior to processing the associated graphics instruction.
As a result of the invention of the 936 patent, graphics processors are able to use
lower precision execution units, processing graphics data in a higher performance
and more power efficient manner, thereby extending battery life.

U.S. Patent No. 8,698,558

38.  The ’558 patent was duly and legally issued on April 15, 2014, and
Qualcomm is the current owner of the 558 patent and has the full and exclusive
right to bring action and recover damages for Apple’s infringement of the 558
patent. The ’558 patent is valid and enforceable. A copy of the ‘558 Patent is
attached hereto as Exhibit B.

39. The 558 patent relates generally to envelope tracking technology,
which addresses the efficient use of power by a power amplifier in transmitting an
output radio frequency (RF) signal. In particular, the power amplifier may require
varying degrees of power supply voltage depending on the type of RF signal being
transmitted. In the past, the use of a constant power supply voltage did not match
the varying power requirements of the power amplifier, and led to unnecessary
dissipation of power (and devices that, due to this unnecessary power dissipation,
quickly drained the battery). Envelope tracking adjusts the power supply voltage
based on information from the modem to match the needs of the power amplifier.
The *558 patent discloses novel circuitry for efficiently and effectively boosting
power supply voltage to continuously match the peak efficiency necessary over the
RF envelope. As a result of the invention of the *558 patent, electronic devices are

able to reduce power consumption and extend battery life.
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U.S. Patent No. 8,838,949

40.  The *949 patent was duly and legally issued on September 16, 2014 to
Qualcomm, which is the owner of the *949 patent and has the full and exclusive
right to bring actions and recover damages for Apple’s infringement of the *949
patent. The 949 patent is valid and enforceable. A copy of the ‘949 Patent is
attached hereto as Exhibit C.

41.  The *949 patent relates generally to “flashless boot,” i.e., booting up a
secondary processor that does not have its own non-volatile memory to store the
system image. The *949 patent discloses novel techniques for implementing
flashless boot for secondary processors in multi-processor systems by using a scatter
loader to directly transfer the image into memory of the secondary processor. As a
result of the invention of the 949 patent, multi-processor systems—which
encompass a device including at least an application processor and a modem
processor—can avoid requiring a non-volatile memory for each processor with
minimal negative performance impact.

U.S. Patent No. 9,535,490

42.  The ’490 patent was duly and legally issued on January 3, 2017 and
Qualcomm is the current owner of the 490 patent and has the full and exclusive
right to bring action and recover damages for Apple’s infringement of the *490
patent. The *490 patent is valid and enforceable. A copy of the ‘490 Patent is
attached hereto as Exhibit D.

43.  The ’490 patent relates generally to reducing power consumption in
electronic devices. The 490 patent discloses novel techniques for controlling power
consumption by disclosing methods to minimize the time during which system
buses are in a high-power consumption state. As a result of the invention of the
’490 patent, computing devices can operate just as efficiently with lower power

consumption, which in turn prolongs the battery life of those devices.

FIRST AMENDED COMPLAINT -13- 3:17-CV-01375-JAH-MDD




Case 3

17-cv-01375-JAH-MDD Document 14 Filed 08/25/17 PagelD.214 Page 14 of 158

U.S. Patent No. 9,608,675

44.  The ‘675 patent was duly and legally issued on March 28, 2017 to
Qualcomm, which is the owner of the ‘675 patent and has the full and exclusive
right to bring action and recover damages for Apple’s infringement of the ‘675
patent. The ‘675 patent is valid and enforceable. A copy of the ‘675 Patent is
attached hereto as Exhibit E.

45. The ’675 patent relates generally to techniques for generating a power
supply voltage for a power amplifier that processes multiple transmit signals sent
simultaneously, such as multiple transmissions sent simultaneously on multiple
carriers at different frequencies. As one example, the 675 patent discloses a power
tracker that generates a single power tracking signal based on inputs from a plurality
of carrier aggregated transmit signals; a power supply generator for generating a
single power supply voltage based on the power tracking signal; and a power
amplifier that receives the single power supply voltage and the plurality of carrier
aggregated transmit signals to produce a single output RF signal. As one result of
the invention of the 675 patent, electronic devices can more efficiently support and

perform carrier aggregation.
COUNT 1 (PATENT INFRINGEMENT — U.S. PATENT NO. 8,633,936)

46. Qualcomm repeats and re-alleges the allegations of paragraphs 1
through 45 above as if fully set forth herein.

47.  Qualcomm is the lawful owner of the 936 patent, and has the full and
exclusive right to bring actions and recover damages for Apple’s infringement of
said patent.

48. In violation of 35 U.S.C. § 271, Apple has been and is still
infringing, contributing to infringement, and/or inducing others to infringe the 936
patent by making, using, offering for sale, selling, or importing iPhone 7 and

1Phone 7 Plus devices.
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49.  The accused devices contain a GPU, which is a single-chip,
programmable streaming processor. The GPU receives graphic instructions,
including an indication of the data precision, and conversion instruction to convert
the graphics data to the indicated data precision. Both the graphics and conversion
instructions are generated by a compiler. One of many execution units in the GPU
is selected due to the indicated data precision and executes the graphic and
conversion instructions. As a result, the accused devices are able to extend its
battery by using lower precision execution units and processing graphics data in a
more power efficient manner.

50. The accused devices infringe at least claims 1, 10, 11-18, 19, 20-27, 29,
38,49, 55, 56-60, 67, and 68 of the 936 patent.

51.  For example, with respect to claims 1, 10, 19, 29, and 38, the accused
devices incorporate an Apple A10 GPU, which is a version of the PowerVR
GT7600 that is part of the PowerVR Series 7XT GPU line. The Apple A10 GPU
receives graphics instructions and executes them within a programmable streaming
processor. The indication of the data precision is contained in the graphic
instructions, which is generated by the graphics driver’s runtime compiler that
compiles graphics application instructions. On information and belief, Apple
designs its own custom shader compiler and driver. The Apple A10 GPU receives
conversion instructions, such as “pck” and “unpck” instructions, that are different
than the graphics instruction but also generated by the runtime compiler. The
conversion instructions are executed by the Apple A10 GPU in order to convert the
graphics data associated with the graphics instruction into the indicated data
precision. Execution units, such as ALUs, within the processor are selected based
on the precision required and used to convert the graphics data to the indicated data
precision before processing the graphics instruction.

52. With respect to claim 11, the accused devices contain further

instructions for the Apple A10 GPU to receive the graphics data associated with
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graphics instructions, and generate and output a computation result with the
indicated data precision.

53.  With respect to claim 12, the accused devices contain further
instructions for selecting an execution unit from a first set of execution units when
the indicated data precision is the first data precision and for selecting an execution
unit fro a second set of execution units when the indicated data precision is the
second data precision, which is different from the first data precision.

54.  With respect to claim 13, the two data precisions are different such that
the first data precision is a full data precision while the second data precision is a
half data precision.

55.  With respect to claims 14 and 20 the accused devices contain
instructions for different sets of execution units to execute instructions with
corresponding data precision using the graphics data.

56.  With respect to claim 15, the accused devices contain further
instructions to select and use an appropriate execution unit based on the indicated
data precision to execute the graphics instructions.

57.  With respect to claim 16, the accused devices contain further
instructions to receive a second, different graphics and conversion instructions to be
executed by an execution unit in a second set of execution units with the indicated
second data precision.

58.  With respect to claim 17, there are instructions programmed to cause
the GPU to decode the graphics instruction in order the determine the indicated data
precision.

59.  With respect to claim 18, the graphics data associated with the graphics
instructions includes at least either vertex graphics data or pixel graphics data.

60. With respect to claim 21, the accused devices contain several execution
units, like ALUs, including at least one full precision execution unit and at least four

half-precision execution units.
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61. With respect to claim 22, the controller in the accused devices is
configured to select full-precision execution units when full precision for the
graphics data is required.

62.  With respect to claim 23, the controller in the accused devices is
configured to select half-precision execution units when half precision for the
graphics data is required.

63.  With respect to claim 24, the accused devices contain at least one full-
precision register bank and four half-precision register banks to store the respective
computation results when the instructions are executed.

64. With respect to claim 25, the accused devices contain at least one full-
precision execution unit and one half-precision execution unit, where, on
information and belief, the full-precision execution unit is shut down when the
indicated data precision is half-precision and the half-precision execution unit will
execute the graphics instruction using the graphics data.

65. With respect to claim 26, the processor in the accused devices contains
a shader processor. On information and belief, Apple designs its own custom shader
compiler and driver.

66.  With respect to claim 27, the accused devices are wireless
communication device handsets.

67. With respect to claims 49 and 55, the accused devices will use a
compiler executed by a GPU to analyze several application instructions for a
graphics application. On information and belief, Apple designs its own custom
shader compiler and driver. Each application instruction specifying a first data
precision level comprising a full data precision level will cause the compiler to
generate corresponding compiled instructions each indicating the full data precision
level for execution. Conversion instructions are also generated by the compiler to
convert the graphics data from a second, different data precision level to the first

data precision level when the compiled instructions are executed.
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68.  With respect to claim 56, the second data precision level is a half data
precision level.

69.  With respect to claim 57, the accused devices contain instructions
where compiled instructions indicating a full data precision level is generated when
a corresponding application instruction specifies the full data precision level for its
execution.

70.  With respect to claim 58, the accused devices contain instructions
where compiled instructions indicating a half data precision level is generated when
a corresponding application instruction specifies the half data precision level for its
execution.

71.  With respect to claim 59, the accused devices contain instructions
where the compiler will generate compiled instructions with predefined field to
include information regarding the first data precision level when the corresponding
application instruction specifies the first data precision level for its execution.

72.  With respect to claim 60, the accused devices contain instructions to
cause the GPU to store the generated compiled instructions in memory for
subsequent execution.

73.  With respect to claim 67, the accused devices contain executable
instructions that are generated by a compiler and can support at least one function of
a graphics application. Each executable instruction indicates the first data precision
level for its execution. The second data precision level is included in each second
executable instruction and is different from the first prevision level, which
comprises a full data precision level. Each third executable instructions support at
least a function of the graphics application and converts the graphics data from the
second data precision level to the first data precision level when the first executable
instructions are executed.

74.  With respect to claim 68, the second data precision level is claim 67 is

half data precision level.
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75.  On information and belief, Apple also knowingly induces and/or
contributes to the infringement of at least claims 1 and 49 of the *936 patent by
others. On information and belief, Apple has had knowledge of the *936 patent, and
its infringement of the 936 patent, at least since the time this lawsuit was filed. On
information and belief, Apple tests, demonstrates, or otherwise operates the accused
devices in the United States, thereby performing the claimed methods and directly
infringing any asserted claims of the 936 patent requiring such operation.
Similarly, Apple’s customers and the end users of the accused devices test and/or
operate the accused devices in the United States in accordance with Apple’s
instructions contained in, for example, its user manuals, thereby also performing the
claimed methods and directly infringing the asserted claims of the Asserted Patents
requiring such operation.

76.  Apple also contributes to infringement of the *936 patent by selling for
importation into the United States, importing into the United States, and/or selling
within the United States after importation the accused devices and the non-staple
constituent parts of those devices, which are not suitable for substantial non-
infringing use and which embody a material part of the invention described in the
’936 patent. These mobile electronic devices are known by Apple to be especially
made or especially adapted for use in the infringement of the 936 patent. Apple
also contributes to the infringement of the 936 patent by selling for importation into
the United States, importing into the United States, and/or selling within the United
States after importation components, such as the chipsets or software containing the
infringing functionality, of the accused devices, which are not suitable for
substantial non-infringing use and which embody a material part of the invention
described in the 936 patent. These mobile devices are known by Apple to be
especially made or especially adapted for use in the infringement of the 936 patent.
Specifically, on information and belief, Apple sells the accused devices to resellers,

retailers, and end users with knowledge that the devices are used for infringement.
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1|| End users of those mobile electronic devices directly infringe the 936 patent.

2 77.  Apple’s acts of infringement have occurred within this district and

3 || elsewhere throughout the United States.

4 78.  Qualcomm has been damaged and will suffer additional damages and
5 || irreparable harm unless Apple is enjoined from further infringement. Qualcomm

6 || will prove its irreparable harm and damages at trial.
7 COUNT 2 (PATENT INFRINGEMENT — U.S. PATENT NO. 8,698,558)

8 79.  Qualcomm repeats and re-alleges the allegations of paragraphs 1

9 || through 78 above as if fully set forth herein.

10 80. Qualcomm is the lawful owner of the *558 patent and has the full and
11 || exclusive right to bring actions and recover damages for Apple’s infringement of
12 || said patent.

13 81. In violation of 35 U.S.C. § 271, Apple has been and is still infringing,
14 || contributing to infringement, and/or inducing others to infringe the *558 patent by
15 || making, using, offering for sale, selling, or importing devices that practice the

16 || patent, such as mobile devices including but not limited to iPhone 7 and iPhone 7
17 || Plus devices.

18 82.  The accused devices infringe at least claims 1 and 6-20 of the *558

19 || patent. For example, with respect to claim 1, the accused devices incorporate a

20 || Qorvo 81003M Envelope Tracker Modulator, which includes a boost converter.

21 || The boost converter receives a supply voltage and generates a signal with an

22 || increased voltage. The devices further include an envelope amplifier that receives
23 || an envelope signal and a boosted supply voltage. The envelope amplifier generates
24 | a second supply voltage based on the envelope signal and the boosted supply

25 || voltage. The envelope amplifier receives a supply voltage and generates a second
26 || supply voltage based on the first supply voltage or the boosted supply voltage. The
27 || envelope amplifier includes an operational amplifier that receives an envelope signal

28 || and amplifies a signal, a driver that receives an amplified signal and provides

FIRST AMENDED COMPLAINT -20- 3:17-CV-01375-JAH-MDD




Case 3

17-cv-01375-JAH-MDD Document 14 Filed 08/25/17 PagelD.221 Page 21 of 158

multiple control signals, a PMOS transistor with a gate receiving a control signal, a
source receiving a boosted supply voltage or a supply voltage and a drain providing
a supply voltage, and a NMOS transistor having a gate receiving a control signal, a
drain providing a supply voltage, and a source coupled to a ground.

83.  With respect to claim 6, a power amplifier receives and amplifies an
input radio frequency signal to provide an amplified output signal. The device also
includes a supply generator for receiving an envelope signal and supply voltage and
generating a boosted supply voltage. The supply generator incorporates an
operational amplifier to receive the envelope signal and provide an amplified signal,
a driver that receives the amplified signal and provides a first control signal and a
second control signal, a P-channel metal oxide semiconductor (PMOS) transistor,
which has a gate receiving a first control signal, a source receiving the boosted
supply voltage or the first supply voltage and a drain providing the second supply
voltage, and an N-channel metal oxide semiconductor (NMOS) transistor having a
gate receiving the second control signal, a drain providing the second supply
voltage, and a source coupled to circuit ground.

84.  With respect to claim 7, the accused devices include a supply generator
that generates the second supply voltage based on the envelope signal and either the
boosted supply voltage or the first supply voltage.

85.  With respect to claim 8, the accused devices generate a boosted supply
voltage based on a first supply voltage, where the boosted supply voltage has a
higher voltage than the first supply voltage. Further, the devices generate a second
supply voltage based on an envelope signal and the boosted supply voltage. The
devices have a second supply voltage that is generated by an envelope amplifier that
produces the second supply voltage using an operational amplifier (op-amp) that
receives the envelope signal and provides an amplified signal, a driver that receives
the amplified signal and provides a first control signal and a second control signal, a

P-channel metal oxide semiconductor (PMOS) transistor that receives the first
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control signal, a source that receives the boosted supply voltage or the first supply
voltage, and a drain providing the second supply voltage and an N-channel metal
oxide semiconductor (NMOS) transistor that receives the second control signal at a
gate and provides a second supply voltage through a drain, and a source for circuit
grounding.

86.  With respect to claim 9, the accused devices generate the second supply
voltage based on the envelope signal and either the boosted supply voltage or the
first supply voltage.

87.  With respect to claim 10, the accused devices are used for generating a
boosted supply voltage based on a first supply voltage, the boosted supply voltage
having a higher voltage than the first supply voltage. The accused devices are also
used for generating a second supply voltage based on the envelope signal and the
boosted supply voltage. The accused devices are also used for generating the
second supply voltage incorporating an envelope amplifier that produces the second
supply voltage using an operational amplifier that receives the envelope signal and
provides an amplified signal, a driver that receives the amplified signal and provides
a first control signal and a second control signal, a P-channel metal oxide
semiconductor (PMOS) transistor that receives the first control signal, a source that
receives the boosted supply voltage or the first supply voltage, and a drain providing
the second supply voltage and an N-channel metal oxide semiconductor (NMOS)
transistor that receives the second control signal at a gate and provides a second
supply voltage through a drain, and a source for circuit grounding.

88.  With respect to claim 11, the accused devices are used for generating
the second supply voltage based on an envelope signal and either the boosted supply
voltage or the first supply voltage.

89.  With respect to claim 12, the accused devices include a switcher
operative to receive a first supply voltage and provide a first supply current and an

envelope amplifier operative to receive an envelope signal and provide a second
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supply current based on the envelope signal. The power amplifier is operative to
receive a total supply current comprising the first supply current and the second
supply current, wherein the switcher comprises a current sense amplifier operative
to sense the first supply current, or the second supply current, or the total supply
current and provide a sensed signal. The accused devices also include a driver
operative to receive the sensed signal and provide a first control signal and a second
control signal; a P-channel metal oxide semiconductor (PMOS) transistor having a
gate receiving the first control signal, a source receiving the first supply voltage, and
a drain providing a switching signal for an inductor providing the first supply
current; and an N-channel metal oxide semiconductor (NMOS) transistor having a
gate receiving the second control signal, a drain providing the switching signal, and
a source coupled to circuit ground.

90. With respect to claim 13, the accused devices include a boost converter
operative to receive the first supply voltage and provide a boosted supply voltage
having a higher voltage than the first supply voltage, wherein the envelope amplifier
operates based on the first supply voltage or the boosted supply voltage.

91.  With respect to claim 14, the accused devices include a first supply
current that comprises direct current (DC) and low frequency components, and the
second supply current comprises higher frequency components.

92.  With respect to claim 15, the accused devices include an inductor
operative to receive a switching signal and provide a supply current. The accused
devices also include a switcher operative to sense an input current and generate the
switching signal to charge and discharge the inductor to provide the supply current.
The switcher adds an offset to the input current to generate a larger supply current
via the inductor than without the offset. The switcher in the accused devices
includes a summer that sums the input current and an offset current and provide a
summed current. The accused devices include a current sense amplifier operative to

receive the summed current and provide a sensed signal. The accused devices also
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include a driver operative to receive the sensed signal and provide at least one
control signal used to generate the switching signal for the inductor.

93.  With respect to claim 16, in the accused devices the switcher operates
based on a first supply voltage, where an offset is determined based on the first
supply voltage.

94.  With respect to claim 17, the accuse devices contain a first control
signal and a second control signal, where the switcher includes a P-channel metal
oxide semiconductor (PMOS) transistor having a gate receiving the first control
signal, a source receiving a first supply voltage, and a drain providing the switching
signal, and an N-channel metal oxide semiconductor (NMOS) transistor having a
gate receiving the second control signal, a drain providing the switching signal, and
a source coupled to circuit ground.

95.  With respect to claim 18, the accused devices include an envelope
amplifier that receives an envelope signal and provides a second supply current
based on the envelope signal, where a total supply current comprises the supply
current from the switcher and the second supply current from the envelope
amplifier.

96.  With respect to claim 19, the accused devices include a boost converter
operative to receive the first supply voltage and provide a boosted supply voltage
having a higher voltage than the first supply voltage, where the envelope amplifier
operates based on the first supply voltage or the boosted supply voltage.

97.  With respect to claim 20, the accused devices include a power amplifier
so that the accused devices can receive the supply current from the inductor and
receive and amplify an input radio frequency (RF) signal and provide an output RF
signal.

98.  On information and belief, Apple also knowingly induces and/or
contributes to the infringement of at least claims 8-9 of the 558 patent by others.

On information and belief, Apple has had knowledge of the 558 patent, and its
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infringement of the ’558 patent, at least since the time this lawsuit was filed.
Additionally, Qualcomm has provided technical assistance and solutions to Apple,
including envelope tracking technology, under non-disclosure agreements. Apple
was aware of, and implemented, Qualcomm’s technology in certain of its devices
without authorization. On information and belief, Apple tests, demonstrates, or
otherwise operates the accused devices in the United States, thereby performing the
claimed methods and directly infringing any asserted claims of the *558 patent
requiring such operation. Similarly, Apple’s customers and the end users of the
accused devices test and/or operate the accused devices in the United States in
accordance with Apple’s instructions contained in, for example, its user manuals,
thereby also performing the claimed methods and directly infringing the asserted
claims of the Asserted Patents requiring such operation.

99.  Apple also contributes to infringement of the 558 patent by selling for
importation into the United States, importing into the United States, and/or selling
within the United States after importation the accused devices and the non-staple
constituent parts of those devices, which are not suitable for substantial non-
infringing use and which embody a material part of the invention described in the
’558 patent. These mobile electronic devices are known by Apple to be especially
made or especially adapted for use in the infringement of the 558 patent. Apple
also contributes to the infringement of the *558 patent by selling for importation into
the United States, importing into the United States, and/or selling within the United
States after importation components, such as the chipsets or software containing the
infringing functionality, of the accused devices, which are not suitable for
substantial non-infringing use and which embody a material part of the invention
described in the *558 patent. These mobile devices are known by Apple to be
especially made or especially adapted for use in the infringement of the ’558 patent.
Specifically, on information and belief, Apple sells the accused devices to resellers,

retailers, and end users with knowledge that the devices are used for infringement.
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End users of those mobile electronic devices directly infringe the 558 patent.

100. Apple’s acts of infringement have occurred within this district and
elsewhere throughout the United States.

101. Qualcomm has been damaged and will suffer additional damages and
irreparable harm unless Apple is enjoined from further infringement. Qualcomm
will prove its irreparable harm and damages at trial.

COUNT 3 (PATENT INFRINGEMENT — U.S. PATENT NO. 8.838.949)

102. Qualcomm repeats and re-alleges the allegations of paragraphs 1
through 101 above as if fully set forth herein.

103. Qualcomm is the lawful owner of the 949 patent, and has the full and
exclusive right to bring actions and recover damages for Apple’s infringement of
said patent.

104. In violation of 35 U.S.C. § 271, Apple has been and is still infringing,
contributing to infringement, and/or inducing others to infringe the ’949 patent by
making, using, offering for sale, selling, or importing mobile devices that practice
the patent, including but not limited to iPhone 7 and iPhone 7 Plus devices.

105. The accused devices allow a secondary processor that does not have its
own flash memory to boot up. For example, an image for the secondary processor is
stored in a memory coupled to a primary processor. A scatter loader directly
transfers the image from the memory coupled to the primary processor into a
memory of the secondary processor, allowing the secondary processor to boot up.

106. The accused devices infringe at least claims 1-8, 10-14, 16, 20, and 22
of the 949 patent.

107. The accused devices infringe claims 1, 10, 16, 20, and 22 of the *949
patent as follows. Each accused device is a multi-processor system. Each accused
device includes a primary processor—an Apple A10 application processor. Each
accused device also includes a secondary processor—a baseband processor. An

interface such as a PCle interface communicatively couples the primary processor
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and the secondary processor. The primary processor is coupled with a memory
storing an executable software image for the secondary processor. The secondary
processor includes a system memory and a hardware buffer for receiving an image
header and at least one data segments of an executable software image. The
secondary processor receives the image header and each data segment separately
over the interface. The secondary processor includes a scatter loader controller,
which is configured to load the image header and scatter load each received data
segment based at least in part on the loaded image header directly from the hardware
buffer to the system memory of the secondary processor. Thus, the accused devices
infringe claims 1, 10, 16, 20, and 22 of the *949 patent.

108. With respect to claims 2 and 12 of the 949 patent, the scatter loader
controller loads the executable software image directly from the hardware buffer to
the system memory of the secondary processor without copying data between
system memory locations on the secondary processor. Indeed, this is inherent in the
scatter loader controller scatter loading each data segment of the executable
software image directly on the to the system memory of the secondary processor as
recited in claims 1 and 10. Thus, the accused devices infringe claims 2 and 12 of
the *949 patent.

109. With respect to claim 3 of the 949 patent, the secondary processor
receives raw image data of the executable software image via the interface. Thus,
the accused devices infringe claim 3 of the 949 patent.

110. With respect to claim 4 of the *949 patent, the secondary processor is
configured to process the image header, which includes destination addresses of
each data segment, to determine at least one location within the system memory of
the secondary processor to store the at least one data segment. Thus, the accused
devices infringe claim 4 of the 949 patent.

111. With respect to claim 5 of the *949 patent, the secondary processor is

configured to determine the at least one location within the system memory to store
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that data segment based on the received image header, which includes destination
addresses of each data segment, before receiving that data segment. Thus, the
accused devices infringe claim 5 of the *949 patent.

112. With respect to claim 6 of the *949 patent, the secondary processor
includes a non-volatile memory such as a boot read only memory (ROM) storing a
boot loader that initiates transfer of the executable software images for the
secondary processor. Thus, the accused devices infringe claim 6 of the *949 patent.

113. With respect to claims 7 and 14 of the 949 patent, the primary
processor and the secondary processor are located on different chips. Thus, the
accused devices infringe claims 7 and 14 of the 949 patent.

114. With respect to claim 8 of the *949 patent, a hardware buffer of a
transport mechanism, such as a hardware buffer at endpoint (EP) of a PCle interface
that buffers data received from root complex (RC), receives data segments and the
scatter loader controller scatter loads the received data segments directly to the
system memory of the secondary processor. As the hardware buffer at the EP of a
PClIe interface does not have the capacity to store an entire executable software
image, the secondary processor loads a portion of the executable software image
into its system memory without an entire executable software image being stored in
the hardware buffer. Thus, the accused devices infringe claim 8 of the 949 patent.

115. With respect to claim 11 of the 949 patent, the accused devices each
boot the secondary processor using the executable software image. Thus, the
accused devices infringe claim 11 of the 949 patent.

116. With respect to claim 13 of the 949 patent, the accused devices each
processes the image header prior to the loading of each data segment. Thus, the
accused devices infringe claim 13 of the 949 patent.

117. On information and belief, Apple also knowingly induces and/or
contributes to the infringement of at least claims 10-14 and 22 of the 949 patent by
others. On information and belief, Apple has had knowledge of the *949 patent, and
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its infringement of the 949 patent, at least since the time this lawsuit was filed.
Additionally, Qualcomm has provided technical assistance and solutions to Apple
under non-disclosure agreements. Apple was aware of, and implemented,
Qualcomm’s technology in certain of its devices without authorization. On
information and belief, Apple tests, demonstrates, or otherwise operates the accused
devices in the United States, thereby performing the claimed methods and directly
infringing any asserted claims of the 949 patent requiring such operation.
Similarly, Apple’s customers and the end users of the accused devices test and/or
operate the accused devices in the United States in accordance with Apple’s
instructions contained in, for example, its user manuals, thereby also performing the
claimed methods and directly infringing the asserted claims of the Asserted Patents
requiring such operation.

118. Apple also contributes to infringement of the *949 patent by selling for
importation into the United States, importing into the United States, and/or selling
within the United States after importation the accused devices and the non-staple
constituent parts of those devices, which are not suitable for substantial non-
infringing use and which embody a material part of the invention described in the
’949 patent. These mobile electronic devices are known by Apple to be especially
made or especially adapted for use in the infringement of the 949 patent. Apple
also contributes to the infringement of the *949 patent by selling for importation into
the United States, importing into the United States, and/or selling within the United
States after importation components, such as the chipsets or software containing the
infringing functionality, of the accused devices, which are not suitable for
substantial non-infringing use and which embody a material part of the invention
described in the 949 patent. These mobile devices are known by Apple to be
especially made or especially adapted for use in the infringement of the 949 patent.

Specifically, on information and belief, Apple sells the accused devices to resellers,
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retailers, and end users with knowledge that the devices are used for infringement.
End users of those mobile electronic devices directly infringe the 949 patent.

119. Apple’s acts of infringement have occurred within this district and
elsewhere throughout the United States.

120. Qualcomm has been damaged and will suffer additional damages and
irreparable harm unless Apple is enjoined from further infringement. Qualcomm

will prove its irreparable harm and damages at trial.
COUNT 4 (PATENT INFRINGEMENT — U.S. PATENT NO. 9,535.490)

121. Qualcomm repeats and re-alleges the allegations of paragraphs 1
through 120 above as if fully set forth herein.

122. Qualcomm is the lawful owner of the 490 patent, and has the full and
exclusive right to bring actions and recover damages for Apple’s infringement of
said patent.

123. In violation of 35 U.S.C. § 271, Apple has been and is still infringing,
contributing to infringement, and/or inducing others to infringe the 490 patent by
making, using, offering for sale, selling, or importing devices that practice the
patent, including but not limited to iPhone 7 and iPhone 7 Plus devices.

124. The accused devices allow reduction in the time in which a bus
coupling a modem processor to an application processor is in a high power state,
which advantageously reduces power consumption. For example, downlink data to
be transferred from the modem processor to the application processor is held until a
timer such as a modem timer or a downlink timer expires. Further, uplink data to be
transferred from the application processor to the modem processor is held until the
bus is in the active state to transfer the downlink data. Syncing the timing of data
transfers reduces the amount of time the bus is in the active state, resulting in power
savings.

125. The accused devices infringe at least claims 1-6, 8, 10, 16, 17, and 31
of the 490 patent.
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126. The accused devices infringe claims 1, 16, and 31 of the 490 patent as
follows. Each accused device is a mobile terminal including an Apple A10
application processor and a modem processor. Each accused device also includes an
interconnectivity bus such as a PCle bus communicatively coupling the application
processor and the modem processor. Each accused device further includes a modem
timer or a downlink timer. The modem processor is configured to hold “modem
processor to application processor data” such as downlink data until expiration of
the modem timer/downlink timer. The application processor is configured to hold
“application processor to modem processor data” such as uplink data until the bus is
in an active state to transfer downlink data from the modem processor to the
application processor, and transmits the uplink data to the modem processor before
the interconnectivity bus transitions from an active power state to a low power state.
For example, the modem processor pulls downlink data from the application
processor after transmitting one or more downlink data packets to the application
processor. The application processor holds the uplink data until triggered by receipt
of one or more downlink data packets from the modem processor, and sends one or
more uplink data packets to the modem processor responsive to the receipt of one or
more downlink data packets from the modem processor. The application processor
holds the uplink data, for example application data generated by an application
associated with the application processor, until receipt of one or more downlink data
packets from the modem processor or until expiration of an uplink timer, whichever
occurs first. Thus, the accused devices infringe claims 1, 16, and 31 of the 490
patent.

127. With respect to claims 2 and 17 of the 490 patent, the interconnectivity
bus includes a peripheral component interconnect (PCI) compliant bus. Thus, the

accused devices infringe claims 2 and 17 of the *490 patent.
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128. With respect to claim 3 of the *490 patent, the PCI compliant bus
includes a PCI express (PCle) bus. Thus, the accused devices infringe claim 3 of
the 490 patent.

129. With respect to claim 4 of the 490 patent, the application processor
starts an application timer that has a period longer than a period of the modem timer.
Thus, the accused devices infringe claim 4 of the 490 patent.

130. With respect to claim 5 of the 490 patent, the application processor is
configured to hold the uplink data until receipt of the downlink data from the
modem processor or expiration of an uplink timer having a period longer than a
period of the modem timer, whichever occurs first. Thus, the accused devices
infringe claim 5 of the 490 patent.

131. With respect to claim 6 of the *490 patent, each accused device
includes a modem timer implemented in software. Thus, the accused devices
infringe claim 6 of the 490 patent.

132. With respect to claim 8 of the *490 patent, each accused device
includes a modem timer. The modem processor includes the modem timer as
recited in claim &; thus, the accused devices infringe claim 8.

133. With respect to claim 10 of the 490 patent, each accused device
includes an application timer, and the modem processor is configured to instruct the
application processor to send an interrupt if no data is received within one time slot
of the application timer. Thus, the accused devices infringe claim 10 of the 490
patent.

134. On information and belief, Apple also knowingly induces and/or
contributes to the infringement of at least claims 16-17 of the *490 patent by others.
On information and belief, Apple has had knowledge of the *490 patent, and its
infringement of the *490 patent at least since the time this lawsuit was filed.
Additionally, Qualcomm has provided technical assistance and solutions to Apple

under non-disclosure agreements. Apple was aware of, and implemented,
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Qualcomm’s technology in certain of its devices without authorization. On
information and belief, Apple tests, demonstrates, or otherwise operates the accused
devices in the United States, thereby performing the claimed methods and directly
infringing any asserted claims of the 490 patent requiring such operation.
Similarly, Apple’s customers and the end users of the accused devices test and/or
operate the accused devices in the United States in accordance with Apple’s
instructions contained in, for example, its user manuals, thereby also performing the
claimed methods and directly infringing the asserted claims of the Asserted Patents
requiring such operation.

135. Apple also contributes to infringement of the *490 patent by selling for
importation into the United States, importing into the United States, and/or selling
within the United States after importation the accused devices and the non-staple
constituent parts of those devices, which are not suitable for substantial non-
infringing use and which embody a material part of the invention described in the
’490 patent. These mobile electronic devices are known by Apple to be especially
made or especially adapted for use in the infringement of the 490 patent. Apple
also contributes to the infringement of the *490 patent by selling for importation into
the United States, importing into the United States, and/or selling within the United
States after importation components, such as the chipsets or software containing the
infringing functionality, of the accused devices, which are not suitable for
substantial non-infringing use and which embody a material part of the invention
described in the 490 patent. These mobile devices are known by Apple to be
especially made or especially adapted for use in the infringement of the 490 patent.
Specifically, on information and belief, Apple sells the accused devices to resellers,
retailers, and end users with knowledge that the devices are used for infringement.
End users of those mobile electronic devices directly infringe the 490 patent.

136. Apple’s acts of infringement have occurred within this district and

elsewhere throughout the United States.
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137. Qualcomm has been damaged and will suffer additional damages and
irreparable harm unless Apple is enjoined from further infringement. Qualcomm
will prove its irreparable harm and damages at trial.

COUNT 5 (PATENT INFRINGEMENT — U.S. PATENT NO. 9.608.675)

138. Qualcomm repeats and re-alleges the allegations of paragraphs 1
through 137 above as if fully set forth herein.

139. Qualcomm is the lawful owner of the 675 patent, and has the full and
exclusive right to bring actions and recover damages for Apple’s infringement of
said patent.

140. In violation of 35 U.S.C. § 271, Apple has been and is still infringing,
contributing to infringement, and/or inducing others to infringe the 675 patent by
making, using, offering for sale, selling, or importing mobile devices that practice
the patent, such as iPhone 7 and iPhone 7 Plus devices.

141. The accused devices infringe at least claims 1-3 and 7-14 of the
’675 patent. For example, with respect to claim 1, the accused devices include a
power tracker that determines a power tracking signal based on in-phase (I) and
quadrature (Q) components of one or more carrier aggregated transmit signals being
sent simultaneously. In the accused devices, a power tracker receives I and Q
components corresponding to carrier aggregated transmit signals and further
generates a power tracking signal based on a combination of the plurality of I and Q
components. Further, in the accused devices the carrier aggregated transmit signals
are Orthogonal Frequency Division Multiplexing (OFDM) or Single Carrier
Frequency Division Multiple Access (SC-FDMA) signals. In the accused devices, a
power supply generator generates a power supply voltage based on a power tracking
signal. The accused devices also include a power amplifier configured to receive
the power supply voltage and the carrier aggregated transmit signals being sent

simultaneously in a single output radio frequency (RF) signal.
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142. With respect to claim 2, the accused devices include a power
tracker that determines an overall power of the plurality of carrier aggregated
transmit signals based on the I and Q components of the plurality of carrier
aggregated transmit signals, and determines the single power tracking signal based
on the overall power of the plurality of carrier aggregated transmit signals. On
information and belief, the envelope bandwidth of the power tracking signal is
reduced compared to the combined enveloped bandwidth of the transmit signals.
On information and belief, the accused devices determine an overall power of the
dual CA transmit signals based on their I and Q components, and determine the
single power tracking signal based on the overall power of the CA transmit signals.

143. With respect to claim 3, the accused devices include a power
tracker to determine a power of each transmit signal in the plurality of carrier
aggregated transmit signals based on the I and Q components of each transmit
signal, and determine the single power tracking signal based on a sum of said power
of each transmit signal of the plurality of carrier aggregated transmit signals. On
information and belief, the envelope bandwidth of the power tracking signal
generated by the baseband processor is smaller than the combined envelope
bandwidth of the transmit signals. On information and belief, the baseband
processor performs in one of two ways, namely, determining a power of each
transmit signal in the dual CA transmit signals based on the I and Q components of
each transmit signal, and determining the single power tracking signal based on a
sum of said power of each transmit signal of the dual CA transmit signals.

144. With respect to claim 7, the accused devices include a power
supply generator with a power tracking amplifier configured to receive the power
tracking signal and generate the power supply voltage.

145. With respect to claim 8, the accused devices include a power

supply generator with a switcher configured to sense a first current from the power
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tracking amplifier and provide a second current for the power supply voltage based
on the sensed first current.

146. With respect to claim 9, the accused devices include a power
supply generator with a boost converter configured to receive a battery voltage and
provide a boosted voltage for the power tracking amplifier.

147. With respect to claim 10, the accused devices include a power
tracking amplifier that operates based on the boosted voltage or the battery voltage.

148. With respect to claim 11, the accused devices have carrier
aggregated transmit signals that are sent on a plurality of carriers at different
frequencies. On information and belief, the accused devices support two CA
transmit signals that are sent on carriers offset by a separation frequency of 20MHz.

149. With respect to claim 12, the accused devices have a single power
tracking signal that has a bandwidth smaller than an overall bandwidth of the
plurality of carriers. On information and belief, the bandwidth of the single power
tracking signal is smaller than the composite envelope spectrum in the accused
devices.

150. With respect to claim 13, the accused devices have carrier
aggregated transmit signals that are intra-band carrier aggregated transmit signals.
On information and belief, the accused devices support two CA transmit signals that
are contiguous intra-band CA transmit signals.

151. With respect to claim 14, the accused devices have intra-band
carrier aggregated transmit signals that are contiguous. On information and belief,
the accused devices support two CA transmit signals that are contiguous intra-band
CA transmit signals.

152. Apple’s acts of infringement have occurred within this district and

elsewhere throughout the United States.
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153. Qualcomm has been damaged and will suffer additional damages and
irreparable harm unless Apple is enjoined from further infringement. Qualcomm
will prove its irreparable harm and damages at trial.

PRAYER FOR RELIEF
WHEREFORE, Qualcomm respectfully requests that the Court enter

judgment as follows:

(a)  Declaring that Apple has infringed the Patents-in-Suit;

(b) Awarding damages in an amount to be proven at trial, but in no event
less than a reasonable royalty for its infringement including pre-judgment and post-
judgment interest at the maximum rate permitted by law;

(c)  Ordering a permanent injunction enjoining Apple, its officers, agents,
servants, employees, attorneys, and all other persons in active concert or
participation with Apple from infringing the Patents-in-Suit;

(d)  Ordering an award of reasonable attorneys’ fees to Qualcomm as
provided by 35 U.S.C. § 285;

(e) Awarding expenses, costs, and disbursements in this action, including
prejudgment interest; and

()  Awarding such other and further relief as the Court deems just and

proper.
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1 DEMAND FOR JURY TRIAL

2 Pursuant to Rule 38(b) of the Federal Rules of Civil Procedure, Qualcomm

3 || demands a jury trial on all issues triable by jury.
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1
PROGRAMMABLE STREAMING
PROCESSOR WITH MIXED PRECISION
INSTRUCTION EXECUTION

TECHNICAL FIELD

The disclosure relates to graphics processing and, more
particularly, to graphics processor architectures.

BACKGROUND

Graphics devices-are widely used to render 2-dimensional
(2-D) and 3-dimensional (3-D) images for various applica-
tions, such as video games, graphics programs, computer-
aided design (CAD) applications, simulation and visualiza-
tion tools, imaging, and the like. A graphics device may
perform various graphics operations to render an image. The
graphics operations may include rasterization, stencil and
depth tests, texture mapping, shading, and the like. A 3-D
image may be modeled with surfaces, and each surface may
be approximated with polygons, such as triangles. The num-
ber of triangles used to represent a 3-D image for rendering
purposes is dependent on the complexity of the surfaces as
well as the desired resolution of the image.

Each triangle may be defined by three vertices, and each
vertex is associated with various attributes sich as space
coordinates, color values, and texture coordinates. When a
graphics device uses a vertex processor during the rendering
process, the vertex processor may process vertices of the
various triangles. Each triangle is also composed of picture
elements (pixels). When the graphics device also, or sepa-
rately, uses a pixel processor during the rendering process, the
pixel processor renders each triangle by determining the val-
ues of the components of each pixel within the triangle.

In many cases, a graphics device may utilize a shader
processor to perform certain graphics operations such as
shading. Shading is a highly complex graphics operation
involving lighting-and shadowing. The shader processor may
need to execute a variety of different instructions when per-
forming rendering, and typically includes one or more execu-
tion units to aid in the execution of these instructions. For
example, the shader processor may include arithmetic-logic
units (ALU’s) and/or an elementary functional unit (EFU) as
execution units. Often, these execution units are capable of
executing instructions using full data-precision circuitry.
However, such circuitry can often require more power, and
the execution units may take up more physical space within
the shader processor integrated circuit used by the graphics
device.

SUMMARY

In geperal, the disclosure relates to a programmab]e
streaming processor of a graphics device that is capable of
executing mxed-precmon (e.g-; full-precision, half-preci-
sion) instructions using different execution unmits. For
example, the progtammable processor may include one or

more full-precision execution units along with one or more’

half-precision execution umits. Upon receipt of a binary
instruction and an indication of a data precision for execution
of the instruction, the processor is capable of selecting an
appropriate execution unit for executing the received instruc-
tion with the indicated data precision. The processor may
comprise an instruction-based, adaptive streaming processcs
for mobile graphics applications.

By doing so, the processor may avoid using one execution
unit to execute instructions with various different data preci-
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sions. As a result, unnecessary precision promotion may be
reduced or eliminated. In addition, application programimers
may have increased flexibility when writing application code.
An application programmer may specify different data pre-
cision levels for different application instructions, which are
then compiled into one or more binary instructions that are
processed by the processor.

In one aspect, the disclosure is directed to a method that
includes receiving a graphics instruction for execution within
a programmable streaming processor, receiving an indication
of a data precision for execution of the graphics instruction,
and receiving a conversion instruction that, when executed by
the processor, converts graphics data associated with the
graphics instruction to the indicated data precision, wherein
the comversion instruction is different than the graphics
instruction. The method further includés selecting one of a
plurality of execution units within the processor based on the
indicated data precision, and using the selected execution unit
to execute the graphics instruction with the indicated data
precision using the graphics data associated with the graphics
instruction. _

In one aspect, the disclosure is directed to a computer-
readable mediim including instructions for causing a pro-
gxammable streammg processor to recelve a gmphxcs instruc-
indication of a data precision for executlon of the graphics
instruction, and to receive a conversion instruction that, when
executed by the processor; converts graphics data associated
with the graphics instruction to the indicated data precision,
wherein the conversion instruction is differentthan the graph-
ics instriiction. The computer-readable medium further
inchides instructions for caising the processor to select one of
a plurality of execution units within the processor based on
the indicated data precision, and to use the selected exécution
unit to execute the graphics instruction with the indicated data
precision using the graphics data associated with the graphics
instruction.

In one aspect, the disclosure is directed to a programmable
streaming processor that includes a controller and multxple
execution units. The controller is eonﬁgured to receive a
graphics instruction for execution and to receive an indication
of a data precision for execution of the graphics instrirction.
The controller is also configured to receive a conversion
instrucﬁon that, when executed by the processor converts
m_dlcqted dat_a precision; wherein the convemon mstrucuon
is different than the graphics instruction. When operable, the
controller selects one of the execution units based on the
indicatéd data precision. The controller then causes the
selected execution unit to execute the graphics instruction
with the indicated data precision using the graphics data
associated with the graphics instruction.

In another aspect, the disclosure is directed to-a computer-
readable medium that inchides instrirctions for catising a pro-
cessor to analyze a plurality of application instructions for a
graphics application, and, for each application instruction
that specifies a first data precision level for its execution, to
generate one or more comespondmg compiled instructions -
that each indicate the first data precision level for its execu-
tion. The computer-readable medium includes further
instructions for causing the processor to generate one or more
conversion instructions to convert graphics data from a sec-
ond, different data precision level to the first data precision
level when the one or more compiled instructions are
executed.

In one aspect, the disclosure is directed to a computer-
readable data storage medium having one or EXRiBH A

Page 11

Copy provided by’ USPTO fr from the PIRS In Image Database on 04/05/2017




Case 3:17-cv-01375-JAH-MDD Document 14  Filed 08/25/17 PagelD.253 Page 53 of 158

S

US 8,633,936 B2

3

executable instructions that, when executed by a program-
mable streaming processor, support one or more functions of
a graphics application, wherein each of the first executable
instructions indicates a first data precision leve] for its execu-
tion. The computer-readable data storage medium. further
includes one or more second executable instructions that,
when executed by the processor, support one or more func-
tions of the graphics application, wherein each of the second
executable instructions indicates a second data precision level
different from the first data precision level for its execution.
The computer-readable data storage medium further includes
one or more third executable instructions that, when executed
by the processor, support one or imore functions of the graph-
ics application, wherein each of the third executable instruc-
tions converts graphics data from the second data precision
level to the first data precision level when the one or more first
executable instructions are executed.

The details of one or more aspects of the disclosure are set
forth in the accompanying drawings and the description
below. Other féatires, objects, and advantages will be appar-
ent from the description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram illustrating various components
that may be included within a graphics processing system,
according to an aspect of the disclosure.

FIG. 2A is a block diagram illustrating an exemplary
graphics processing system that includes a programmable
shader processor, according to an aspect of the disclosure.

FIG. 2B is ablock diagram illustrating further details of the
shader processor shown in FIG. 2A, according to ari aspect of
the disclosure.

FIG. 2Cis ablock diagram illustrating further details of the
execution units and register banks shown in FIG. 2B, accord-
ing to an aspect of the disclosure. :

FIG. 3 is a flow diagram illustrating an exemplary method
that may be performed by the shader processor shown in
FIGS. 2A-2B, according to an-aspect of the disclosure.

FIG. 4 is a block diagram illustrating a compiler that may
beused to generate graphics instructions to be executed by the
streaming processor shown in FIG. 1 or by the shader proces-
sor shown in FIGS. 2A-2B, according to an aspect of the
disclosure.

DETAILED DESCRIPTION

FIG. 1 is a block diagram illustrating various components
that may be included within a graphics processing system,
according to one aspect of the disclosure. This graphics pro-
cessing system may be a stand-alone system or may be part of
a larger system, such as a computing system or a wireless
communication device (such as a wireless communication
device handset), or part of a digital camera or other video
device. The exemplary system shown in FIG. 1 may include
one or more graphics applications 102A-102N, a graphics
device 100, and éxternal memory 104. Graphics device 100
may be communicatively coupled to external memory 104
and each of graphics applications 102A-102N. In one aspect,
graphics device 100 may be included on one or more inte-
grated circuits, or chips.

The graphics applications 102A-102N may include vari-
ous different applications, such as video game, video, camera,
or other graphics or streaming applications. These graphics
applications 102A-102N may run concurrently and are each

able to generate threads of execution to achieve desired ¢

results. A thread indicates a specific task that may be per-
formed with a sequence of one or more graphics instructions.
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Threads allow graphics applications 102A-102N to have mul- .
tiple tasks performed simultaneously and to share resources. |

Graphics device 100 receives the threads from graphics 1
applications 102A-102N and performs the tasks indicated by }
these threads. In the aspect shown in FIG. 1, graphics device I
100 includes a programmable streaming processor 106, one ;
or more graphics engines 108A-108N, and one or more i
memory modules 110A-110N. Processor 106 may perform :
various graphics operations, such as shading, and may com- :
pute transcendental elementary functions for certain applica- ]
tions. In one aspect, processor 106 may comprise an instruc-
tion-based, adaptive streaming processor for mobile graphics
applications. Graphics engines 108A-108N may perform
other graphics operations, such as texture mapping. Memory
miodhiles 110A-110N may inchide one of moré caches to store
data and graphics instructions for processor 106 and graphics
engines 108A-108N.

Graphics engines 108A:108N may include one or more
engines that perform various graphics operations, such as
triangle setup, rasterization, stencil and depth tests, attribute
setup, and/or pixel interpolation. External memory 104 may
be a large, slower memory with respect to memory modules
110A-110N. In one aspect, external memory 104 is located
further away (e.g.; off~chip) from graphics device 100. Exter-
nal memory 104 stores data and graphics instructions that
may be loaded into one or more of the memory modules
110A-110N.

Inone aspect, processor 106 is capable of executing mixed-
precision (e.g., full-precision, half-precision) graphics
instructions using different execution units, given that differ-
ent graphics applications 102A-102N may have different
requirements regarding ALU precision, performance, and
input/output formats. As an example, processor 106 may
include one or more full-precision execution units along with
one or more partial-precision execution units. The partial-
precision execiition units mdy be, for example, half-precision
execution units. Processor 106 may use its execution units to
execute graphics instructions for one or more of graphics
applications 102A-102N. Upon receipt of a binary instruction
(such as from external memory 104 or one of memory mod-
ules 110A-110N), and also an indication of a data precision
for execution of the graphics instruction, processor 106 may
select an appropriate execution unit for executing the received
instruction with the indicated data precision using graphics
data. Processor 106 may also receive a separdte conversion
instruction that, when executed, converts graphics data asso-
ciated with the graphics instruction to the indicated data pre-
cision. In one aspect, the conversion instruction is a separate
instruction that is different from the graphics instruction.

The graphics data may be provided by graphics applica-
tions 102A-102N, or may be retrieved from external memory
104 or one of memory modules 110A-110N, or may be pro-
vided by one or more of graphics engines 108A-108N. By
selectively executing instructions in different execution units
based upon indicated data precisions, processor 106 may

cision and half-precision instructions. In addition, program-
mers of - graphics applications 102A-102N may have
increased flexibility when writing' application code. For ,
example, an application programmer may specify data preci- !
sion levels for application instructions, which are then com-
piled into one or more binary instructions that are processed
by processor 106. Processor 106 selects appropriate execu-
tion unjts to execute the binary instructions based on the data
precision associated with the execution units and the binary
instructions. In addijtion, processor 106 may ﬁg{cﬂ‘ﬁ)&e A
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received conversion instruction to convert the graphics data
associated with the instruction to the indicated data precision,
if necessary. For example, if the provided graphics data has-a
data precision that is different from the indicated data preci-
sion, processor 106 may execute the conversion instruction to
convert the graphics:data to the indicated data precision, such
that the graphics instruction may be executed by the selected
execution unit.

FIG. 2A is a block diagram illustrating an exemplary
graphics processing system that includes a programmable
shader processor 206, according to one aspect In this aspect,
the graphics processing system shown in FIG. 2A is an exem-
plary instantiation of the more generic system shown in FIG.
1. In one aspect, shader processor 206 is a streaming proces-
sor. In FIG. 2A, the exemiplary system includes two graphics
applications 202A and 202B that are each communicatively
coupled to a graphics device 200. In the example of FIG. 2A,
graphics application 202A is a pixel application that is
capable of processing and managing graphics imaging pixel
data. In the example of FIG. 2A, graphics application 202B is
a vertex application that is capable of processing and manag-
ing graphics imaging vertex data. In one aspect; graphics
pixel application 202A comprises a pixel processmg applica-
tion, and graphics vertéx application 202B comprises a vertex
processing application.

In many cases, graphics pixel application 202A imple-
ments many functions that use a lower-precision (such as a
half-precision) data format, but it may implement certain
functions using a higher-precision (such as a full-precision)
data format. Graphics pixel application 202A may also
specify quad-based execution of instructions for pixel data.
Typically, graphics vertex application 202B implements
functions using a higher-precision data format, but may not
specify quad-based execution of instructions for vertex data.
Thus, different applications, such as applications 202A and
202B, and corresponding API’s to graphics device 200, may
specify different data precision requirements. And, within a
given application 202A or 202B (and corresponding API),
execution of mixed:precision instructions may be specified.
For example, a shading language for graphics pixel applica-
tion 202A may provide a precision modifier for shader
instructions to be executed by shader processor 206. Thus,
certain instructions may specify one precision level for
execution while other instructions may specify another pre-
cision level. Shader processor206 within graphics device 200
is capable of executing mixed-precision instructions in a uni-
form way.

In one aspect, shader processor 206 interacts with graphics
applicationis 202A and 202B via one or more application
program interfaces, or API’s (tot shown). For exaniple,
graphics pixel application 202A may interact with shader
processor 206 via a first API, and graphics vertex application
202B may interact with shader processor 206 via a second
APL The first AP] and second API may, in one aspect, com-
prise a common API. The API's may defitie one or more
standard programming specifications used by graphics appli-
cations 202A and 202B to cause graphics device 200 to per-
form various graphical operations, including shading opera-
tions that may be performed by shiader processor 206.

Graphics device 200 includes a shader processor 206.
Shader processor 206 is capable of performing shading
operations. Shader processor 206 is capable of exchanging
pixel data with graphics pixel application 202A, and is further
capable of exchanging vertex data with graphics vertex appli-
cation 202B.

In the example of FIG. 2A, shader processor 206 also
communicates with a texture engine 208 and a cache memory
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system 210. Texture engine 208 is capable of performing
textire-related operations, and is also communicatively
coupled to cache memory system 210. Cache memory system
210 is cpupled to main memory 204. Cache memory system
210'includes both an instruction cache and a data cache in an
aspect. Instructions and/or data may be loaded from main
memory 204 into cache memory system 210, which are then
made available to textire engine 208 and shader processor
206. Shader processor 206 may communicate with external
devices or components via either a syrichrorious or an asyn-
chronous interface.

In one aspect, shader processor 206 is capable of executing
mixed-precision graphics instructions using different execu-
tion units. In this aspect, shader processor 206 includes one or
more full-precision execution units along with one or more
half-precision execution units. Shader processor 206 may
invoke its éxecution units to execute graphics instructions for
one or both of graphics applications 202A and 202B. Upon
receipt of a binary instruction (such as from cache memory
system 210), and also an indication of a data precision for
execution of the instruction, shader processor 206 is capable
of selecting an appropriate execution unit for executing the
received instruction with the indicated data precision using
graphics data. Graphics pixe] application 202A may provide,
for example, pixel data to shader processor 206, and graphics
vertex application n202B may provide vertex data to shader
processor 206.

Shader processor may also receive a separate conversion
instruction that, when executed, converts graphics data asso-
ciated with the graphics instruction to the indicated data pre-
cision. In one aspect, the conversion instruction is a separate
instruction that is different from the graphics instruction.

Graphics data may also be loaded from main memory 204
or cache memory system 210, or may be provided by texture
engine 208. Graphics pixel application 202A and/or graphics
vertex application.202B itivoke threads of execution which
cause shader processor 206 to load one or more binary
instructions from cache memory system 210 for execution. In
one aspect, each loaded instruction indicates a data precision
for execution of the instruction. In addition, shader processor
206 may execute the received conversion instruction to con--
vert the graphics data associated with the instruction to the
indicated data precision, if necessary. For example; if the
provided graphics data has a data precision that is different
from the indicated data precision, shader processor 206 may
execute the conversion instruction to comnvert the graphics
data to the indicated data precision, such that the graphics
instruction may be executed by the selected execution unit.
By selectively executing instructions in different execution
units based ipon indicated data precisions, shader processor
206 may avoid using a sirigle execution unit to execute both
full-precision and half-precision instructions.

FIG. 2B is a block diagram illustrating further details of the
shader processor 206 shown in FIG. 2A, according to one
aspect. Within shader processor 206, a sequencer 222
receives threads from graphics applications 202A and 202B,
and provides these threads to a thread scheduler & context
register 224. In one aspect, sequencer 222 comprises a fiil-
tiplexer (MUX). In one aspect, sequencer 222 determines
which threads should be accepted, and may also allocate
multiple-precision register space and/or other resources for
each accepted thread. For example, sequencer 222 may allo-
cate register space for half-precision instructions, and may
also allocate register space for full-precision instructions.

In one aspect, pixel data received from graphics pixel
application 202A includes attribute information in a pixel
quad-based format (i.e., four pixels at-a time). In E’im A
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execution inits 234 may process four pix¢ls at a time. In one
aspect, execution units 234 may process data from graphics
vertex application 202B one vertex at a time.

Thread scheduler 224 performs various functions to sched-
1le and manage execition of threads, and may control execu-
tion sequence. of threads. For each thread, thread scheduler
224 may determine whether resources required for that thread
are ready, push the thread into a sleep queue if any resource
(e.g., instruction, register file, or texture read) for the thread is
not ready, and move the thread from the sleep queue to an
active quetie when all of the resources are ready, according to
one aspect. Thread scheduler 224 interfaces with a load con-
trol unit 226 in order to synchronize the resources for the
threads. In one aspect, thread scheduler 224 is part of a con-
troller 225. FIG. 2B shows an example of controller 225.
Controller 225 may control various functions related to the
processing of instructions and data within shader processor
206. In the example of FIG. 2B, controller 225 includes
thread scheduler 224, load coiitrol unit 226, and master
engirie 220. In certain aspects, coiitroller 225 includes at least
one of master engine 220, thread scheduler 224, and load
control unit 226.

Thread scheduler 224 also manages execution of threads.
Thread scheduler 224 fetches instructions for each thread
from an instruction cache 230, decodes each instruction if
necessary, and performs flow control for the thread. Thread
scheduler 224 selects active threads for execution, checks for
read/write port conflict among the selected threads and, if
there is ho conflict, senids instructions for one thread to execu-
tion units 234, and sends instructions for another thread to
load control unit 226. Thread scheduler 224 maintains a pro-
gram/instruction counter for each thread and updates this
counter as instructions are executed or program flow is
altered. Thread scheduler 224 also issues requests to fetch for

missing instructions from instruction cache 230 and removes :

threads that are completed.

In one aspect, thread scheduler 224 interacts with a master
engine 220. In this aspect, thread scheduler 224 may delegate
certain responsibilities to master engine 220. In orie aspect,
thread scheduler 224 may decode instructions for execution,
or may maintain the program/instruction counter for each
thread and update this counter as instructions are executed. In
one aspect, master engine 220 sets up state for instruction
execution, and may also control the state update sequence
during instruction execiition.

Instriction cache 230 stores instriuctions for the threads.
These instructions indicate specific operations to bé per-
formed for each thread. Each operation may be, for example,
an arithmetic operation, an elementary function, a memory
access operation, or another form of instruction. Instruction
cache 230 may be loadéd with instructions from cache
memory system 210 or main memory 204 (FIG. 2A), as
needed, via load control unit 226. These instructions are
binary instructions- that have been compiled from graphics
application code, according to one aspect. Each binary
instruction indicates a data precision used for its execution
within shader processor 206. Forexample, an instruction type

-associated with the instruction may indicate Whether the

instruction is a full-precision instruction or a half-precision
instruction. Or, a particular flag or field within the instruction
may indicate whether it js a full-precision or a half-precision
instruction, according to one exemplary aspect. Thread
scheduler 224 may be capable of decoding instructions and
determining a data precision for each instruction (such as full-
or half-precision). Thread scheduler 224 can then route each
instruction to an execution unit that is capable of executing
the instruction with the indicated data precision. This execu-
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tion unit loads any graphics data needed for instruction execu-
tion from a constant buffer 232 or register banks 242, which
are described in more detail below.

In the aspect shown in FIG. 2B, execution units 234
includes one or more full-precision ALU’s (Arithmetic Logic
Units) 236, one or more half-precision ALUs 240, and an
elementary functional unit 238 that executes transcendental
elementary operations. ALU’s 236 and 240 may include one
or more floating point units, which enable floating computa-
tions, and/or one or more integer logic units, which enable
integer and logic operations. When necessary, execution units
234 Joad in data, such as graphics data, from constant buffer
232 or from registér banks 242 diring instruction execution.
Both the full-precision ALU’s 236 and the half-precision
ALU’s 240 are capable of performing arithmetic operations
(such as addition, subtraction, multiplication, multiply and
accumulate; etc.) and also logical operations (such as AND,
OR, XOR, etc.). Each ALU unit may comprise a simgle quad
ALU or four scalar ALU’s, according to one aspect. When
four scalar ALU’s are used, attributes for four pixels may be
processed in parallel by the ALU’s. A qaad AL U miay be used
to. process four attributes for a piXel or a vertex in parallel.
However, full-precision ALU’s 236 execute instructions
using full-precision calculations, while half-precision ALU’s
240 execute instructions using half-precision calculations.

Elementary fimctional unit 238 can compute transcenden-

" tal elementary functions such as sine, cosine, reciprocal, loga-
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rithm, exponential, square root, or reciprocal square root,
which are widely used in shader instructions. Elementary
functional unit 238 may ithprove shader performance by
computing elementary fiunctions in much less time than the
time required to perform polynomial approximations of the
elementary functions using simple instructions. Elementary
functional unit 238 may be capable of executing instructions
with fill precision, but also may be capable of converting
calculation results to a half-precision format as well, accord-
ing to one aspect of this disclosure.

Load control unit 226, which is partof controller 225 in the
exemplary aspect shown in FIG. 2B, controls the flow of data
and instructions for various components within shader pro-

cessor 206. In oneé aspect, load control iinit 226 may evict

excess internal data of shader processor 206 to exteral
memory (e.g., cache memory system 210), and may fetch
external resources such as instruction, buffer, or texture data
from texture engine 208 and/or cache memory system 210.
Load control unit 226 interfaces with cache memory system
210 and loads instruction cache 230, constant buffer 232
(which may store uniform data used during instruction execu-
tion for graphics applications 202A arid/or 202B), and regis-
ter banks 242 with data and instructions from cache memory
system 210. Load contro] unit 226 also may provide output
data from register banks 242 to cache. memory system 210.
Register banks 242 may receive the output data from one or
more execution units 234, and can be shared amongst execu-
tion units 234. Load control unit 226 also interfaces with
texture engine 208. In certain cases, texture engine 208 may
provide data (such as texel data) to shader processor 206 via
load control unit 226, and, in certain cases, load control unit
226 may provide data (such as textiire coordinate data) and/or
instructions (such as a sampler ID instruction) to texture
engine 208.

In the example of FIG. 2B, load control unit 226 also
includes a precision converter 228. Because the data read into
or written out of load control unit 226 may have different data
precisions (e.g., full precision, half precision), load control
unit 226 may need to convert certain data to a different data

precision level before routing it to a different E’ﬁ‘ﬁ?ﬁ”ﬂ‘ A
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(such as to register banks 242, or to cache memory system
210). Précision converter 228 manages such data conversion
within load control unit 226.

In one aspect, precision converter 228 operates to convert
graphics data from one precision level to another precision
level upon execution, by shader processor 206, of a received
conversion instruction. When executed, the comnversion
instruction converts graphics data assocjated with a received
graphics instruction to an indicated data precision. For
example, the conversion instruction may convert data in a
half-precision format to a full:precision format, or vice versa.

Constant buffer 232 may store constant values that are used
by execuition units 234 during instriction execution. Register
banks 242 store temporary results as well as final results from
execution units 234 for executed threads. Register banks 242
include one or more full-precision register banks 244 and one
or more half-precision register banks 246. Final execution
results can be read from register banks 242 by load control
unit 226. In addition, a distribitor 248 may also receive the
final results for the executed thireads from register banks 242
and distribute these results to-at least one of graphics vertex
application 202B and graphics pixel application 202A.

Graphics applications; such as applications 202A and
202B, may require processing of data using different preci-
sion levels. For example, in one aspect, graphics vertex appli-
cation 202B processes vertex data using full-precision data
formats, while graphics pixel dpplication 202A processes
pixel data using half-precision formats. In one aspect, graph-
ics pixel application 202A processes certain information
using half-precision format, yet processes other information
using full-precision format. During execution of threads from
graphics vertex application 202B and graphics pixel applica-
tion 202A, shader processor 206 receives and processes
instructions from instruction cache 230 that use different data
precision levels for execution.

Thus, in the aspect shown in FIG. 2B, thread scheduler 224
identifies a data precision indicated or associated with a given
instruction loaded out of instruction cache 230, and routes the
instruction to an appropriate execution unit. For example, if
the instruction is decoded as a full-precision instruction (such
as through indication by the instruction type or a field/header
contained within the instruction), thread scheduler 224 is
capable of routing the instruction to one of the full-precision
ALU’s 236 for execution. Execution results from full preci-
sion ALU’s 236 may be stored in one or more of the full-
precision register banks 244 and provided back to the graph-
ics application (such as graphics vertex application 202B) via
distributor 248. If; however, an instruction from the instruc-
tion cache 230 is decoded by thread scheduler 224 as a half-
precision instruction, thread scheduler 224 is capable of rout-
ing the instruction to one of the half-precision ALU’s 240 for
execution. Execution results from half-precision ALU’s 240
may be stored in one or more of the half-precision register
banks 246 and provided back to the graphics application
(such as graphics pixel application 202A) via distributor 248.

FIG. 2C is ablock diagram illustrating further details of the
execution units 234 and register banks 242 shown in FIG. 2B,
according to one aspect. As described previously, execution
units 234 include various different types of execution units. In
the example of FIG. 2C, execution units 234 includes one or
more full-precision ALU’s 236A-236N, one or more half-
precision ALU’s 240A-240N, and one ot more elementary
functional units 238. Each full-precision ALU 236A-236N is
capable of using data to execute instructions using full-pre-
cision computations. Input data used during instruction
execution may be retrieved from one or more of full-precision
register banks 244A-244N (within register banks 242). In
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addition, computation results generated during instruction
execution by full-precision ALU’s 236 A-236N may be stored
within one or more of full-precision register banks 244A-
244N.

Similarly, each half-precision ALU 240A-240N is capable
of using data to execute instructions using half-precision
computations. Input data used during instruction execution
may be retrieved from one or more of half-precision register
banks 246A-246N. In addition, computation results gener-
ated during instruction execution by half-precision ALU’s
240A-240N may be stored within one or more of half-preci-
sion register banks 246A-246N.

As described previously, elementary functional unit 238 is
capable of executing full-precision instructions, but storing
results in half-precision format. In one aspect, elementary
functional it 238 is capable of storing result data in either
full- or half-precision format. As a result, elementary func-
tional unit 238 is communicatively coupled to full-precision
register banks 244A-244N, and is also communicatively
coupled to half-precision register banks 246A-246N.
Elementary functional unit 238 may both retrieve intermedi-
ate data from and store final result data 15 any of the registers
within register banks 242, according to one aspect.

In addition, elementary functional unit 238 includes a pre-
cision converter 239. In those instancés in which elementary
functional uinit 238 converts between full- and half-precision
data formats, it may use precision converter 239 to perform
the conversion. For example, unit 238 may load input graph-
ics data from half-precision register banks 246A and use the
data to execute a full-precision instruction. Precision con-
verter 239 may convert the input data from a half-precision
format to a full-precision format. Unit 238 may then use the
converted data to exectte the full-precision instruction. If the
result data is to be stored back into half-precision register
bank 246A, precision converter 239 may convert the result
data from a full-precision to a half-precision format, such that
it may be stored in half-precision register bank 246A. Alter-
precision register banks 244A-244N, the result data in full-
precision format may be directly stored in one of these

Thiead scheduler 224 (FIG. 2B) is capable of causing a
binary instruction to be loaded from instruction cache 230
and executed in one of execution units 234 based upon the
data precision associated with the instruction. For example,
thread scheduler 224 may route full-precision instructions to
one or more of full-precision ALU’s 236A-236N, and may
route half-precision instrictions to one or more of half-pre-
cision ALU’s 240A-240N. Thread scheduler 224 may also
route elementary instructions to elementary functional unit
238 for execution. Result data can be stored in corresponding:
registers within register banks 242. In one aspect, data tran-

sitions bétween firll-precision ALU’s 236A-236N, elemen-

tary functional unit 238, and half-precision ALU’s 240A-
240N go through register banks 242.

In one aspect, each half-precision register bank' 246A-
246N contains less register storage space, and occupies less
physical space on an integrated circuit, than each full-preci-
sion register bank 244A-244N. Thus, for example, half-pre-
cisionregister bank 246 A contains less register storage space,
and occupies a smaller physical space, than full-precision
register bank 244A. In one aspect, one full-precision register
bank (such as bank 244 A) may contain substantially the same
amount of register space, and occupy substantially the sane
amount of physical space, as two half-precision register
banks (such as banks 246A and 246B combined). .
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Similarly, each full-precision ALU 236A-236N may
occupy more physical space within an integrated circuit than
each half-precision AU 240A-240N. In addition, each full-
precision ALU 236A-236N typically may use more operating
power than each half-precision ALU 240A-240N. As-a con-
sequence, in certain aspects, it may be desired to limit the
number of fill-precision ALU’s and full-precision register
banks, and increase the number of half-precision ALU’s and
half-precision register banks, that are used, so as to minimize
integrated circuit size and reduce power consumption
requirements. These aspects may be particularly appropriate
or beneficial when shader processor 206 is part of a smaller
computing device with certain power copstraints, such as a
mobile or wireless communication device (e.g., such as a
mobile radiotelephone or wireless communication device
handset), or a digital camera or video device.

Therefore, in one aspect, execution units 234 may include
only one full-precision ALU 236A, and register banks 242
may include only one full-precision register bank 244A. In
this aspect, execution units 234 may further include four
half-precision ALU’s 240A-240D, while register banks 242
may include four half-precision register banks 246A-246D.
As a result, execution units 234 may be capable of executing
at least one half-precision instruction and one full-precision
instruction in parallel. For example, the four half-precision
ALU’s 240A-240D may execute instructions for attributes of
four pixels at-a time. Because only one full precision ALU
236A is used, ALU 236A is capable of executing an instruc-
tion for one Vertex at a time, according to one aspect. As a
result, shader processor 206 need not utilize a vertex packing
buffer to pack data for multiple vertexes, according to one
aspect. In this case; vector-based attribute data for a vertex
may be directly processed without having to convert the data
to scalar format.’ '

In another aspect, execution units 234 may include four
full-precision ALU’s 236A-236D, and register banks 242
may include four full-precision register banks 244A-244D. In
this aspect, execution units 234 may further include eight
balf-precision ALU"s 240A-240H, while register banks 242
may include eight half-precision register banks 246A-246H.
As a result, execution units 234 are capable of executing, for
example, two half-precision instructions on two quads and
one full-precision instruction on one quad in parallel. Each
quad, or thread, is a group of four pixels or four vertices.

In another aspect, execution units 234 may include four
full-precision ALU’s 236A-236D, and register banks 242
niay include four full-precision register banks 244A-244D. In
this aspect, execution units 234 further includes four half-
precision ALU’s 240A-240H, while register banks 242
includes four half-precision register banks 246A-246H. Vari-
ous other combinations of full-precision ALU’s 236A-236N,
full-precision register banks 244A-244N, half-precision
ALU’s 240A-240N, and half-precision register banks 246 A-
246N may be used.

In one aspect, shader processor 206 may be capable of
using: thread scheduler 224 to selectively power down, or
disable, one or more of full-precision ALU’s 236 A-236N and
onie or more of full-precision register banks 244A-244N. In
this aspect; although shader processor 206 includes various
full-precision components (such as full-precision ALU’s
236A-236N and fiill-precision register banks 244A-244N)
within one or more integrated circuits, it may save, or reduce,
power consumption by selectively powering down, or dis-
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they are not being used. For example, in certain scenarios,
shader processor 206 may determine that one or more of these
components are not being used, given that various binary
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instructions that are loaded are to be executed by one or more
of half-precision ALU’s 240A-240N. Thus, in these types of
scenarios, shader processor 206 may selectively power down,
or disable, one or more of the. full-precision components for
power savings. In this manner, shader processor 206 may
selectively power down or disable one or more full-precision
components on a dynamic basis asa function of the types and
numbers of instructions being processed at a given time.

In one aspect, shader processor 206 may also be capable of
using thread scheduler 224 to selectively power down, or
disable, one or more ofhalf:precision ALU’s 240A:240N and
one or more of half-precision register banks 246A-246N. In
this aspect, shader processor 206 may save, or reduce, power
consumption by selectively powering down, or disabling, one
ormore of these half-precision components when they are not
being used or not needed.

Shader processor 206 may provide various benefits and
advantages. For example, shader processor 206 may provide
a highly flexible and adaptive interface to satisfy different
requirements for execution of mixed-precision instructions,
stch as full-precision and half-precision instrictions. Shader
processor 206 may significantly reduce power consimption
by avoiding unnecessary precision promiotion diiring execu-
tion of mixed-precision instructions. (Precision promotion
may occur when shader processor 206 dynamically converts
data from a lower precision format; such as a half-precision
format, to a higher-precision format, such as a full-precision
format. Precision promotion can require additional circuitry
within shader processor 206, and also may cause shader core
scheduler 224 is capable of recogfiizing data precisions asso-
ciated with binary instructions loaded from instruction cache
230, thread scheduler 224 is capable of routing the instruction
to an appropriate execution unit within execution units 234
for execution, such as full-precision ALU 236A or half-pre-
cision ALU 240A.

Shader processor 206 also may reduce overall register file
sizein register banks 242 and ALU size in execution units 234
by utilizing fewer full-precision components and by instead
utilizing more half-precision components (e.g., ALU’s and
register banks). In addition, shader processor 206 may
increase overall system performance by increasing process-
ing capacity.

In view of the various potential benefits related to lower
power consumption and increased performance, shader pro-
cessor 206 may be used in various different types of systems
or devices, such as wireless communications devices, digital
camera devices, Video recording or display devices, video
game devices, or other graphics and multimedia devices.
Such devices may include a display to present graphics con-
tent generated using shader processor 206. In one aspect, the
precision flexibility offered by shader processor 206 allows it
to be used with various devices, including multimedia
devices, which may provide lower-precision calculations or
have lower power requirements than certain other graphics
applications.

FIG. 3 is a flow diagram illustrating an exemplary method
that may be performed by the shader processor 206 shown in
FIGS. 2A-2B, according to one aspect. In this aspect, the
exemplary method includes acts 300,302,303, 306, 308, 310,
and 312, and also includes a decision point 304.

In act 300, shader processor 206 receives a binary graphics
instruction and an indication of a data precision for execution
of the instruction. For example, as previously described,
thread scheduler 224 may load the instruction from instruc-
tion cache 230 (FIG. 2B). In one aspect, decoding of the
instruction, by thread scheduler 224, provides mfmﬂs A
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to the data precision for execution of the instruction. For
example, the instruction may be a full-precision or a half-
precision instruction.

In act 302, shader processor 206 receives graphics data
associated with the binary instruction. For example,
sequencer 222 may receive vertex data from graphics vertex
application 202B, and/or may receive pixel data from graph-
ics pixel application n202A. In certain scenarios, load control
unit 226 may also load graphics data associated with the
instruction from cache memory system 210. In act 303,
shader processor 206 further receives a conversion instruction
that, if executed, converts the graphics data associated with
the binary instruction to the indicated data precision.

At decision point 304, shader processor 206 determines
whether the instruction is a fiall-precision or a half-precision
instruction. As noted above, in one aspect, thread scheduler
224 may decode the instruction and determine whether it is-a
full-precision or half-precision instruction.

If the instruction is a full-precision instruction, shader pro-
cessor 206, in act 306, converts, if necessary; any received
graphics data from half- to full-precision format. In certain
cases, the received graphics data, as stored in cache memory
system 210 or as processed from graphics application 202A
or 202B, may have a half-precision format. In this case, the
graphiics data is converted to a full-precision format so that it
may be used during execution of the full-precision instruc-
tion. In one aspect, precision converter 228 of load control
unit 226 may manage data format conversion when the
received conversion instruction is executed by shader proces-
sor 206. In act 308, shader processor 206 selects a full-preci-
sion unit, such as imit 236A (FIG. 2C), to exécute the binary
instruction using the graphics data.

If, however, the instruction is a half-precision instruction,
shader processor, in act 310, converts, if necessary, any data
converter 228 may manage data format conversion when the
received conversion instruction is executed by shader proces-
sor 206. Inact 312, shader processor 206 then selects a half-
precision unit, such as urit 240A. (FIG. 2C) to execute the
binary instriction using the graphics data.

FIG. 4 is a block diagram illustrating a compiler 402 that
may be used to generate instructions to be executed by
streaming processor 106 shown in FIG. 1 or by shader pro-
cessor 206 shown in FIGS. 2A-2B, according to one aspect. In
one example aspect, compiler 402 is used to generate instruc-
tions to be executed by shader processor 206. In this aspect,
application dévelopers may use compiler 402 to generate
binary instructions (code) for execution by shader processor
206. Shader processor 206 is’ part of graphics device 200
(FIG. 2A). Application developers may have access to an
application development platform for use with graphics
device 200, and mady create application-level software for
graphics pixel application 202A and/or graphics vertex appli-
cation 202B. Such application-level software includes graph-
ics application instructions 400 shown in FIG. 4. Graphics
application instructions 400 may include instructions written
by high-level shading languages, compliant with or translat-
able to DirectX®, OpenGL®, OpenVG™, or other lan-
guages. In one aspect, these shading languages define one or
more standard API's that may be used for developing pro-
gramming code to perform graphics operations.

Compiler 402 may be supported, at least in part, by com-
piler software executed by a processor to receive and process
source code instructions and compile such instructions to
produce compiled instructions (e.g., in the form of binary,
executable machine instructions). Accordingly, compiler 402
may be formed by one or more processors executing com-
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puter-readable instructions associated with the compiler soft-
ware. In one aspect, these one or more processors may be part
of, or implemented in, the application development platform
used by application developers. The compiled instructions
may be stored on a computer-readable data storage:medium
for retrieval and execution by one or more procéssors, sich as
streaming processor 106 or shader processor 206. For
example, the disclosure contemplates a computer-readable
data storage medium including one or more first executable
instructions, one or more second executable instructions, and
one or more third executable instructions.

The first executable instructions, when executed by a pro-
cessor; may support one or more functions of a graphics
application.. In addition, each of the first execitable instruc-
tions may indicate a first data precision level for'its execution.
The second executable instructions, when executed by a pro-
cessor, may support one or more functions of the graphics
application. In addition, each of the second executable
instructions may indicate a second data precision level differ-
ent from the first data precision level for its execution. The
third execitable instructions, when execiited by the proces-
sor, may also support one or more functions of the graphics
application, wherein each of the third exe¢utable instructions
converts graphics data from the second data precision level to
the first data precision level when the one or more first execut-
able instructions are executed

Compiler 402 may be capable of compiling graphics appli-
cation instructions 400 into binary graphics instructions 404,
which are then capable of being executed by shader processor
206. Shader processor 206 may retriéve sich instructions
from a data storage media such as a memory or data storage
device, and execute these instructions to perform computa-

tions and other operations in support of a graphics applica-

tion. Several of graphics applications instructions 400 may
specify a particular data precision level for execution. For
example, certain instructions may specify that they use full-
precision or haif-precision operations or calculations. Com-
piler 402 may be configured to apply rales 406 to analyze and
parse graphics application instructions 400 cuiring the com-
pilation process and generate corresponding binary instruc-
tions graphics 404 that indicate data precision levels for
execution of instructions 404.

Thus, if one of graphics application instructions 400 speci-
fies ‘a full-precision operation or calculation, rules 406 of
compiler 402 may generate one ormore of binary instructions
404 that are full-precision instructions. If another one of
graphics application instructions 400 specifies a half-preci-
sion operation or calculation, rules 406 generate one or more
ofbinary instructions 404 that are half-precision instructions.
In one aspect, binary instructions 404 each may include an
‘opcode’ indicating whether the instruction is a full-precision
or a half-precision instriction. In one aspect, binary instruc-
tions 404 each may indicate a data precision for execution of
the instruction using information contained within another

predefined field, flag, or header, of the instruction that may be -

decoded by shader processor 206. In one aspect, the data
precision may be inferred based upon the type of instruction
to be executed.

Compiler 402 also includes rules 408 that are capable of
generating binary conversion instructions 410 that convert
between different data precision levels. During compilation,
these rules 408 of compiler 402 may determine that such
conversion may be necessary during execution of binary
instructions 404. For example, rules 408 may generate one or
more instructions within conversion instructions 410 that
convert data from a full-precision format to a half-precision

format. This conversion may be required when ﬂ‘;fﬁ‘iﬂ'ﬁA
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cessor 206 exectites half-precision instructions within graph-
ics instructions 404. Rules 408 may also generate one or more
instructions within conversion instructions 410 that convert
data from a half-precision to a full-precision format, which
may be required when shader processor 206 executes full-
precision instructions within graphics instructions 404.

When rules 408 of compiler 402 generate conversion
instructions 410, shader processor 206 may execute these
conversion instructions 410 to manage data precision conver-
sion during execution of corresponding graphics instructions
404, according to one aspect. In this aspect, execution of
conversion instructions 410 manages such precision conver-
sion, such that shader processor 206 need not necessarily use
ceftain hardware conversion mechanisms to convert data
from one precision level to another. Conversion instructions

410 may also allow more efficient data transfer to ALU’s -

using different precision levels, such as to full-precision
ALU’s 236 and to half-precision ALUs-240.

The components and techniques described herein may be
implemented in hardware, software, firmware, or any combi-
nation thereof. Any features described as modules or compo-
nents may be implemented together in an integrated logic
device or separately as discrete but interoperable logic
devices. In various aspects, such components may be formed
atleast in part as one or more integrated circuit devices, which
may be referred to collectively as an integrated circuit device;
such as an integrated circuit chip or chipset. Such an inte-
grated circuit device may be used in any of a variety of
graphics applications and devices. In some aspects, for
example, such components may form part of a mobile device,
such as a wireless communication device handset.

If implemented in software, the techniques may be realized
at least in part by a computer-readable medium comprising
instructions that, when executed by one or more processors,
performs one or more of the methods described above. The
computer-readable medium may form part of a computer
program product, which may include packaging materials.
The computer-readable medium may comprise random
access memory (RAM) such as synchronous dynamic ran-
dom access memory (SDRAM), read-only memory (ROM),
non-volatile random access memory (NVRAM), electrically
erasable programmable read-only memory (EEPROM),
FLASH memory, magnetic or optical data storage media.

The techniques additionally, or altematively, may be real-
ized at least in part by a comiputer-readableé communication
medium that carties or communicates code in the form of
instructions or data structures and that can be accessed, read,
and/or executed by one or more processors. Any connection
may be properly termed a computer-readable medium. For
example, if the software is transmitted from a website, server,
or other remote source using a coaxial cable, fiber optic cable,
twisted pair, digital subscriber line (DSL), or wireless tech-
nologies such as infrared, radio, and microwave, then the
coaxial cable, fiber optic cable, twisted pair, DSL, or wireless
technologies such as infrared, radio, and microwave are
included in the definition of medium, Combinations of the
above should also be included within the scope of computet-
readable media.

Any software that is utilized may be executed by one or
more processors, such as one or more digital signal proces-
sors (DSP’s), general purpose microprocessors, application
specific integrated circuits (ASIC’s), field-programmable
gate arrays (FPGA’s), or othef equivalent integrated or dis-
crete logic circuitry. Accordingly, the terms “processor” or
“controller;” as used herein, may reféf to any of the foregoing
structures or any other structure suitable for ifiplementation
of the techniques described herein. Hence, the disclosure also
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contemplates any of a variety of integrated circuit devices that
include circuitry to implement one or more of the techniques
described in this disclosure. Such circuitry may be provided
in a single integrated circuit chip device or in multiple,
interoperable integrated circuit chip devices.

Various aspects of the disclosure have been described.
These and other aspects are within the scope of the following
claims.

The invention claimed is:

1. A method comprising: ;

receiving a graphics instraction for execution within a pro=

grammable stféaniing processor;
receiving an indication of a data precision for execution of
the graphics instruction, wherein the indication of the
data precision is contained within the graphics instruc-
tion, wherein the graphics instruction is a first execut-
able instruction generated by a compiler that compiles
graphics application instructions;
receiving a conversion instriiction that, when executed by
the progranimable stiéaniing processof, converts graph-
ics data, associated with the graphics instruction, from a
first data precision to converted graphics data having the
indicated data precision, and wherein the conversion
instruction is different than the graphics instruction,
wherein the conversion instruction is generated by the
compiler;
selecting one of a plurality of execution units within the
pmcessor based on the indicated data precision; and

using the selected execution unit to execute the graphics
instruction with the indicated data precision using the
converted graphics data associated with the graphics
instruction.
2. The method of claim 1, further comprising:
receiving the graphics data associated with the graphics
instruction; o

generating a. computation result with the indicated data
precision during execution of the graphics instruction by
the selected execution unit; and
providing the computation result as output.
3. The method of claim 1, wherein selecting one of the
plurality of execution units comprises:
selecting one of a first set of one or more execution units
within the processor that each execite instructions with
the first data precision using the graphics data when the
indicated data precision is the first data precision; and

selecting one of a second set of one or more execution units
within the processor that each execute instructions with
a second data precision using the graphics data when the
indicated data precision is the second data precision, the
second data precision being different than the first data
precision.

4. The method of claim 3, wherein the first data precision
comprises a full data precision, and wherein the second data
precision comprises a half data precision.

5. The method of claim 1, Wherein the execution inits
include a first.set of one or more execution units within the
procéssor that each execute instructions with the first data
precision using the graphics data, and further include a sec-
ond set of one or more execution units within the processor
that each execute instructions with a second data precision
different than the first data precision using the graphics data.

6. The method of claim 5, wherein:

selecting one of the plurality of execution units within the

processor based on the indicated data precision com-
prises selecting one of the execution inits in the first set;
and
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using the selected execution unit to execute the graphics

instruction comprises using the selected execution unit

inthe first set to execute the graphics instruction with the
indicated data precision using the graphics data associ=
ated with the graphics instruction.

7. The method of claim 6, further comprising:

receiving a second graphics instruction for execution

within the processor;
receiving an indication of the second data precision for
execution of the second graphics instruction;
receiving a second conversion instruction that, when
executed by the processor, converts graphics data asso-
ciated with the second graphics instriiction to the indi-
cated second data precision, the second conversion
instruction being different than the second graphics
instruction;

selecting one of the execution units in the second set based

on the indicated second data precision; and

using the selected execution unit in the second set to

execute the second graphics instruction with the indi-
cated second data precision sing the graphics data asso-
ciated with the second graphics instruction.

8. The method of claim 1, wherein receiving the indication
of the data precision for execution of the graphics instruction
comprises decoding the graphigcs instruction to determine the
data precision.

9. The method of claim 1, wherein the graphics data asso-
ciated with the graphics instruction comprises at least one of
vertex graphics data anid pixel graphics data.

10. A non-transitory computer-readable storage medium
comprising instructions for causing a programmable stream-
ing processor to:

receive a graphics instruction for execution within the pro-

grammable streaming processor;

receive an indication of a data precision for execution of the

graphics instruction, wherein the indication of the data
precision is cofitained within the graphics instruction,
wherein the graphics instruction is a first executable
instruction generated by a compiler that compiles graph-
ics application instructions;

receive a conversion instruction that, when executed by the

processor, converts graphics data, associated with the
graphics instruction, from a first data precision to con-
verted graphics data having the indicated data precision,
and wherein the coriversion instruction is different than
the graphics instruction, wherein the convérsion instruc-
tian is generated by the compiler;

select one of a plurality of execution units within the pro-

cessor based on the:indicated data precision; and

use the selected execution unit to execute the graphics

instruction with the indicated data precision using the
converted graphics data associated with the graphics
instruction.

11. The non-transitory computer-readable storage medivm
of claim 10, further comprising instructions for causing the
processor to: ;

receive the ‘graphics data associated with the graphics

instruction;

generate a computation result with the indicated data pre-

cision during execution of the graphics instruction by the
selected execution umit; and

provide the computation result as output.

12, The non-transitory computer-readable storage medium
of claim 10, wherein the instructions for causing the proces-
sor to select one of the plurality of execution units comprise
instructions for causing the processor to:
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select one of a first set of one or more execution units within

the processor that each éxecute instructions with the first
data precision using the graphics data when the indi-
cated data precision is the first data precision; and

select one of a second sét of one or more execution units
within the processor that each execute instructions with
a second data precision using the graphics data when the
indicated data precision is the second data precision, the
second data precision being different than the first data
precision.

13. The non-transitory computer-readable storage medium
of claim 12, wherein the first data precision co’mprise‘s a full
data precision, and wherein the second data precision com-
prises a half data precision.

14. The non-transitory computer-readable storage medium
of claim 10, wherein the execution units include a first set of
one or more execution units within the processor-that each
execute instructions with the first data precision using the
graphics data, and further include a second set of onie 6r more
execution units within the processor that each execute
instriictions with a second data precision different than the
first data precision using the graphics data.

15. The non-transitory computer-readable storage medxum
of claim 14, wherein:

the instructions for causing the processor to select one of

the plurality of execution units within the processor
based on the indicated data precision comprise instruc-
tions for causing the processor to select dne of the execu-
tion units in the first set; and

the instructions for causing the processor to use the

selected execution unit to execute the instruction com-
prise instructions for causing the processor to use the
selected execution unit in the first set to execute the
graphics instruction with the indicated data precision
using the graphics data associated with the graphics
instruction.

16. The non-transitory computer-rmdable storage medium
of claim 15, further comprising instructions for causmg the
processor to:

receive a second graphics instruction for execution within

the processor;

receive an indication of the second data precision for

execution of the:second graphics instruction;

receive a second comnversion instriction that, when

executed by the processor, converts graphics data asso-
ciated with the second graphics instruction to the indi-
cated second data precision, the second conversion
instruction being different than the second graphics
instruction;

select one of the execution units in the second set based on

the indicated second data precision; and

use the selected execution unit in the second set to execute

the second graphics instruction with the indicated sec-
ond data precision using the graphics data associated
with the second graphics instruction. _

17. The non-transitory computer-readable storage medium
of claim 10, wherein the instructions for causing the proces-
sorto receive the indication of the data precision for execution
of the graphics instruction comprise instructions for causing

the processor to decode the graphics instruction to determine

the data precision.
18. The non-transitory computer-readable storage medium-

of claim 10, wherein the graphics data associated with the -

graphics instruction comprises at least one of vertex graphics
data and pixel graphics data.
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19. A device comprising:

acontroller configured to receive a graphics instraction for
execution within a programmable streaming processor,
wherein the indication of the data precision is contained
within the graphics instruction and wherein the graphics
instruction is a first executable instruction generated by
a compiler that compiles graphics application instruc-
tions, to receive an indication of a data precision for
execution of the graphics instruction, and to receive a
conversion instruction that, when executed by the pro-
grammable streamiing processor, converts graphics data
associated, with the graphics instruction, from a first
data precision to converted graphics data having a sec-
ond data precision, wherein the conversion instruction is
different than the graphics instruction and wherein the
conversion instruction is generated by the compiler; and

a plurality of execution units within the processor,

wherein the controller is configured to select one of the

execution units based on the indicated dataprecisionand
cause the selected éxecution unit to execute the graphics
instruction with the indicated data precision using the
converted graphics data associated with the graphics
instruction.

20. The device of ¢laim 19, wherein the plurality of execu-
tion units includes a first execution unit configured to execute
instructions with the indicated data precision and a second
execution unit configured to execute instructions with a sec-
ond data precision that is different from the indicated data
precision, and wherein the controller is configured to select
the first execution unit to execute the graphics instruction
with the indicated data precision using the graphics data.

~ 21. The device of claim 19, wherein the plurality of execu-
tion units in¢ludes one or more full-precision execution units
and at least four half-precision execution units.

22. The device of claim 21, wherein when the indicated
data precision for execution of the graphics instruction com-
prises a full precision, the controller is configured to select
one of the full:precision execution anits to execute the graph-
ics instruction using the graphics data.

23. The device of claim 21, wherein when the indicated
data precision for execution of the graphics instruction com-
prises a half precision, the controller is configured to select
one of the half-precision execution units to execute the graph-
ics instruction using the graphics data.

24. The device of claim 21, further comprising:

at least one fiill-precision register bank to-store computa-

tion results when the at least one full-precision execution
1nit executes instructions; and

at least four half-precision register banks to store compu-

tation results when the at least four half-precision execu-
tion units exectite instructions. _

25. The device of claim 19, wherein the plurality of execu-
tion units inchides at least one full-precision execution unit
and at least one half-precision execution unit, and wherein
when the indicated data precision for execution of the graph-
ics instruction comprises a half precision, the controller is
configured to shut down power to the at least one full-preci-
sion execution unit and cause the at least one half-precision
execution unit to execute the graphics instruction using the
graphics data.

26. The device of claim 19, wherein the processor com-
prises a shader processor.

27. The device of claim 19, wherein the device comprises
a wireless communication device handset.

28. The device of claim 19, wherein the device comprises
one or more. integrated circuit devices.
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29. A device comprising:

means for receiving a graphics instruction for execution

within a programmiable streaming processor;

means for receiving an indication of a data precision for

execution of the graphics instruction, wherein the indi-
cation of the data precision is contained within the
graphics instruction, wherein the graphics instruction is
a first executable instruction generated by a compiler
that compiles graphics application instructions;

means for receiving a conversion instruction that, when

executed by the programmable streaming processor,
converts graphics data associated, with the graphics
instruction, from a first data precision to converted
graphics data having the indicated data precision, and
wherein the conversion instruction is different than the
graphics instriction, wherein the conversion instruction
is generated by the compiler;

means for selecting one of a plirality of execution units

within the processor based on the indicated data preci-
sion; and

means for using the selected execution umit to execute the

graphics instruction with the indicated data precision
using the converted graphics data associated with the
graphics instruction.

30. The device of claim 29, further comprising:

means for receiving the graphics data associated with the

graphics instruction;

means for generating a computation result with the indi-

cated data precision during execution of the graphics
instruction by the selected execution unit; and

means for providing the computation result as output.

31. The device of claim 29, wherein the meags for selecting
one of the plurality of execution urits compfises:

means for selecting one of a first set of one of fhore execii-

tion units within the processor that each execute instruc-
tions with the first data precision using the graphics data
when the indicated data precision is the first data preci-
sion; and

means for selecting one of a second set of one or more

execition units within the processor that each execute
instructions with a second data precision using the
graphics data when the itidicated data precision is the
second data precision, the second data precision being
different than the first data precision.

32. The device of claim 31, wherein the first data precision
comprises a full data precision, and wherein the second data
precision comprises a half'data precision.

33. The device of claim 29, wherein the execution units
include a first set of one or more execution units within the
processor that each execute instructions with. the first data
precision using the graphics data, and further include a sec-
ond set of one or more execution units within the processor
that each execute instructions with a second data precision
different than the first data precision using the graphics data.

34. The device of claim 33, wherein:’

the means for selecting one of the plurality of execution’

units within the processor based on the indicated data -
precision comprises means for selecting one of the
execution units in the first set; and _

the means for using the selected execution unit to execiite

the graphics instruction comprises means for using the
selected execution unit in the first set to execute the
graphics instruction with the indicated data precision
using the graphics data associated with the graphics
instraction.
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35. The device of claim 34, fiirther comprising:
means for receiving a second graphics instruction for
execution within the processor;
means for receiving an indication of the second data
precision for execution of the second graphics
instruction;

means for receiving a second conversion instruction that,

when executed by the processor, converts graphics data
associated with the second graphics instruction to the
indicated second data precision, the second conversion
instruction being dJﬂ'erent than the second graphics
instruction;

means for selecting one of the execution units in the second

set based on the indicated second data precision; and
means for using the selected execution unit in the second
set to exectite the second graphics instruction with the
indicated second data precision using the graphics data
associated with the second graphics instruction.

36. The device of claim 29, wherein the means for receiv-
ing the indication of the data precision for execution of the
+ graphics instruction comprises means for decoding the graph-
ics instruction to determine the data precision.

37. The device of claim 29, wherein the graphics data
associated with the graphics instruction comprises at least
one of vertex graphics data and pixel graphics data.

38. A device comprising:

a programmable streaining processor; and

at least one memory module coupled to the programmable

streaming processor,

wherein the programmable streaming processor com-

prises:

a controller configured to receive a graphics instruction
forexecution from the at least one memory module, to
receive an indication of a data precision for execution
of the gmpmcs mstructlon., wherein the indication of
the data precision is contained within the graphics
iistruction and wherein the graphics instruction is a
first executable instruction generated by a compiler
thatcompiles graphics application instructions, and to
receive a conversion instruction that, when executed
by the processor; converts graphics data, associated
with the graphics instruction, to converted graphics
data, wherein the graphics data has a first data preci-
sion and the converted graphics data has the indicated
dataprecision, and wherein the conversion instruction
is different than the graphics instruction and wherein
the convérsion instruction is generated by the com-
piler; and

a plurality of execution units that are configured to
execute instructions,

wherein the controllet is configured to select one of the
éxecution units based on the indicated data precision
and cause the selected execution unit to execute the
graphics instruction with the indicated data precision
using the converted graphics data associated with the
graphics instruction.

39. The device of claith 38, further compnsmg at least one
graphics engine coupled to the processor.

40. The device of claim 38, wherein the plurality of execu-
tion units includes a first execution unit configured to execute
instructions with the indicated data precision and a second
execution unit configured to execute instructions with a sec-
ond data precision that is different from the indicated data
precision, and wherein the controller is configured to select
the first execution unit to execute the graphics instruction
‘with the indicated data precision using the graphics data.
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41. The device of claim 38, wherein the pliitality of execu-
tion units includes one or more full-precision execution units
and at least four half-precision execution units.

42. The device of claim 41, wherein when the indicated
data precision for execution of the graphics instraction com-
prises a full precision, the controller is configured to select
one of the full-precision execution units to execute the graph-
ics instruction using the graphics data.

43. The device of claim 41, wherein when the indicated
data precision for execution of the graphics instruction com-
prises a half precision, the controller is configured to select
one of the half-precision execution units to execute the graph-
ics instruction using the graphics data.

44. The device of claim 41, wherein the processor further
comprises:

at least one full-precision register bank to store-computa-

tion results when the at least one full-precision execution
unit executes instructions; and

at least four half-precision register banks to store compu-

tation results when the at least four half-precision execu-
tion units execute instructions.
45, The device of claim 38, wherein the plirality of execta-
tion units includes at least one full-precision execution umnit
and at least one half-precision execution unit, and wherein
when the indicated data precision for execution of the graph-
ics instruction comprises a half precision, the controller is
configured to shut down power to the at least one full-preci-
sion execution unit and cause the at least one half-precision
execution unit to execute the graphics instruction using the
graphics data. v
46. The device of claim 38, wherein the processor com-
prises a shader processor.
47. The device of claim 38, whetein the device comprises
a wireless comimunication device handset.
48. The device of claim 38, wherein the device comprises
one or more integrated circuit devices.
49. A method, comprising:
analyZing, by a compiler executed by a processor, a plural-
ity of application instructions for a graphics application;

for each application instruction that specifies a first data
precision level for its execution, generating, by the com-
piler, one or more corresponding eompﬂed instructions
that each indicate the first data prec1s1on level for its
execution, wheérein the first precision level compns&s a
full data precision level; and

generating, by the compiler, one or more conversion

instructions to convert graphics data from a second,
different data precision level to the first data precision
level when the one or more compiled instructions are
executed.

50. The method of claim 49, wherein the second data
precision level comprises a half data precision leve].

51. The method of claim 49, wherein generating the one or
more compiled instructions comprises generating one or
more compiled instructions that each indicate a full data
precision level when a corresponding application instruction
specifies the full data precision level for its execution.

52. The method of claim 49, wherein generating the one or-
more compiled instructions comprises generating one or
more compiled instructions that each indicate a half data
precision level when a corresponding application instruction
specifies the half data precision level for its execution.

53. The method of claim 49, wherein the one of more
compiled instructions each include a predefined field that
includes information indicating the first data precision level
when the corresponding application instruction specifies the
first data precision level for its execution.
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54. The method of claim 49, further comprising storing the
one or more compiled instructions in memory for subsequent
execution.
55. A pon-transitory computer-readable storage medium
comprising instructions for causing a processor to:
analyze, by a compiler executed by the processor, a plural-
ity of application instructions for a graphics application;

for each application instruction that specifies a first data
precision level for its execution, geneérate, by the com-
piler; one:or more corfesponding compiled instructions
that each indicate the first data precision level for its
execution, wherein the first precision level comprises a
full data precision level; and

generate, by the compiler, one or more conversion instruc-

tions to convert graphics data from a second, different
data precision level to the first data precision level when
the one or more compiled instructions are executed.

56. The non-transitory computer-readable storage medium
of claim 55, wherein the second data precision level com-
prises a half data precision level.

57. The non-transitory computer-readable storage medium
of claim 55, Wherein the instructions for causing the proces-
sor to generate the one or more compiled instructions com-
prise instructions for causing the processor to generate the
one or more compiled instructions that each indicate a full
data precision level when a corresponding application
instruction specifies the full data precision level for its execu-
tion. .

58. The non-transitory computer-readable storage medium
of claim 55, wherein the instructions for causing the proces-
sor to generate the one or more compiled instructions com-
prise instructions for causing the processor to generate the
one or more compiled instructions that each indicate a half
data precision level when a corresponding application
‘instruction specifies the halfdata precision level for its execu-
tion.

59. The non-transitory computer-readable storage medium
of claim 55, wheréin the one or more comipiled instructions
each include a predefined field that includes information indi-
cating the first data precision level when the corresponding
application instruction specifies the first data precision level
for its execution.

60. The non-transitory computer-readable storage medium
of claim 55, further comprising instructions for causing the
processor to store the one or more compiled instructions in

"memory for subsequent execution.

61. An apparatus comprising:

means for analyzing a phirality of graphics application

instructions;

for each graphics application instruction that specifies a

first data precision level for its execution, means for
generating one or more corresponding compiled instruc-
tions that each indicate the first data precision level for
its execution, wherein the first precision level comprises
a full data precision level; and ,

‘means for generating one or more conversion instructions

to convert graphics data from a second, different data
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precision level to the first data precision level when the
one or more compiled instructions are executed.

62. The apparatus of claim 61, wherein the second data
precision level comprises a half data precision level.

63. The apparatus of claim 61, wherein the means for
generating the one or more compiled instructions comprises
means for generating the one or more compiled instrctions
that each indicate a full data precision level when a corre-
sponding graphics application instruction specifies the full
data precision level for its execution.

64. The apparatus of claim 61, wherein the means for
generating the one or more compiled instructions comprises
means for generating the one or fiore compiled instructions
that each indicate a half data precision level when a coire-
sponding graphics application instruction specifies the half
data precision level for its execution.

65. The apparatus of claim 61, wherein the one or more
compiled instructions each include a predefined field that
includes information indicating the first data precision level
when the comesponding graphics application instriction
specifies the first data precision level for its execution.

66. The apparatus of claim 61, further comprising means
for storing the one or more compiled instructions in memory
for subsequent execution.

67. A non-trapsitory computer-readable data storage
medium comprising;

one or more first executable instriictions generated by a

compiler, wherein the one or more first executable
instructions, when executed by a programmable stream-
ing processor, support one or more functions of a graph-
ics application, wherein each of the first executable
instructions indicates a first data precision level for its
execution;

one or more second executable instructions generated by a

compiler, wherein the one or more second executable
instructions, when executed by the programmable
streaming processor; support one or more functions of
the graphics application, wherein each of the second
executable instructions indicates a second data precision
level different from the first data precision level for its
execution, wherein the first precision level comprises a
full data precision level; and ‘

one or more third executable instructions generated by a

combpiler, wherein the one or more third executable
instructions, when executed by the programmable
streaming processor, support one or more functions of
the graphics application, wherein each of the third
executable instructions converts graphics data from the
second data precision level to the first data precision
level when the one or more first executable instructions
are executed by a programmable streaming processor.

68. The non-transitory computer-readable data storage

" medium of claim 67, and wherein the second data precision

level comprises a half data precision level.

* & o a
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LOW-VOLTAGE POWER-EFFICIENT
ENVELOPE TRACKER

BACKGROUND

1. Field

The present disclosure relates generally to electronics, and
more specifically to techniques for generating a power supply
for an amplifier and/or other circuits.

1I. Background

Iu a communication system, a transmitter may process
(e.g-, encode and modilate) data to generate output samples.
The transmitter may further condition (e.g., convert to analog,
filter, frequency upconvert, and amplify) the output samples
to generdte an output radio frequency (RF) signal. The trans-
mitter may then transmit the output RF signal via a commu-
nication channel to a receiver. The receiver may receive the
transmitted RF signal and perform the complementary pro-
cessing on the réceived RE signal to recover the transmitted
data.

The transmitter typically includes a power amplifier (PA)
to provide high transmit power for the output RF signal. The
power amplifier should be able to provide high output power
and have high power-added efficiency (PAE). Furthermore,
the power amplifier may be required to have good perfor-
mance and high PAE even with a low battery voltage.

SUMMARY

Techniques for efficiently generating a power supply for a
power amplifier and/or other circuits are described herein. In

- one exemplary design, an apparatus (é.g., an integrated cir-

cuit, a wireless device, a circuit module, etc.) may include an
envelope amplifier and a boost converter. The boost converter
may receive a first supply voltage (e.g., a battery voltage) and
generate a boosted supply voltage having a higher voltage
than the first supply voltage. The envelope amplifier may
receive an envelope signal and the boosted supply voltage and
may generate a second supply voltage based on the envelope
signal and the boosted supply voltage. The apparatus may
further include a power amplifier, which may operate based
on the second supply voltage from the envelope amplifier. In
one design, the envelope aifiplifier may further receive the
first supply voltage and may generate the second supply volt-
age based on either the first supply voltage or the boosted
supply voltage. For example, the envelope amplifier may
generate the second supply voltage (i) based on the boosted
supply voltage if the envelope signal exceeds a first threshold
and/or if the first supply voltage is below a second threshold
or (ii) based on the first supply voltage otherwise.

In another exemplary design, an apparatus may include a
switcher, an envelope amplifier, and a power amplifier. The
switcher may receive a first supply voltage (e.g., a battery
voltage) and provide a first supply current. The envelope
amplifier may receive an envelope signal and provide a sec-
ond supply current based on the envelope signal. The power
amplifier may receive a total supply cuifrent comprising the
first supply current and the second supply current. The first
supply current may include direct current (DC) and low fre-
quency components. The second supply current may include
higher frequency components. The apparatus may further
include a boost converter, which may receive the first supply
voltage and provide a boosted supply voltage. The énvelope
amplifier may thén operate based on either the first supply
voltage or the boosted supply voltage.

In yet another exemplary design, an apparatus may include
a switcher that may sense an input current and generate a
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switching signal to charge and discharge an inductor provid-
ing a supply current. The switcher may add an offset to the
input current to generate a larger supply current than without
the offset. The apparatus may firther include an envelope
amplifier; a boost converter, and a power amplifier, which
may operate as described above.

Various aspects and features of the disclosure are described
in further detail below.

BRIEF DESCRIPTION OF THE DRAWINGS
FIG:. 1 shows a block diagram of a wireless communication

device.
FIGS. 2A, 2B and 2C show diagrams of operating a power

‘amplifier based on a battery voltage, an average power

tracker; and an envelope tracker, respectively.

FIG. 3 shows a schematic diagram of a switcher and an
envelope amplifier.

FIGS. 4A, 4B and 4C show plots of PA supply current and
inductor current versus time for different supply voltages for
the switcher and the envelope amplifier.
ina current sensing path.

FIG. 6 shows a schematic diagram of a boost converter.

DETAILED DESCRIPTION

The word “exemplary” is used herein to mean “serving as
an example, instance, or illustration.” Any design described
herein as “exemplary” is not necessarily to be construed as
preferred or advantageous oveér other designs.

Techniques for generating a power supply for an amplifier
and/or other circuits are described herein. The techniques
may be used for various types of amplifiers such as power
amplifiers, driver amplifiers, etc. The techniques may also be
used for various electronic devices such as wireless commu-
nication devices, cellular phones, personal digital assistants
(PDAs), handheld devices, wireless thodems, laptop comput-
ers, cordless phones, Bluetooth devices, consumer electronic
devices; etc. For clarity, the use of the techniques to generate
a power supply for a power amplifier in a Wireless commu-
nication device is described below.

FIG. 1 shows a block diagram of a design of a wireless
communication device 100. For clarity, only a transmitter
portion of wireless device 100 is shown in FIG. 1, and a
receiver portion is not shown. Within wireless device 100, a
data processor 110 may receive data to be transmitted, pro-
cess (e.g., encode, interleave, and symbol map) the data, and
provide data symbols. Data processor 110 may also process
pilot and provide pilot symbols. Data processor 110 may also

" process the data symbols and pilot symbols for code division

multiple access (CDMA), time division multiple access
(TDMA), frequency division multiple access (FDMA),
orthogonal FDMA (OFDMA), single-carrier FDMA (SC-
FDMA), and/or some other multiplexing scheme and may
provide output symbols.

A modulator 112 may receive the output symbols from data
processor 110, perform quadrature modulation, polar modu-
lation, or some other type of modulation, and provide output
samples. Modulator 112 may also determine the envelope of
the output samples, e.g., by computing the magnitude of each
output sample and averaging the magnitude across output
samples. Modulator 112 may provide an envelope signal
indicative of the envelope of the output samples.

An RF transmitter 120 may process (e.g., convert to ana-
log, amplify, filter, and frequency upconvert) the output
samples from modulator 112 and provide an input RF signal
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3
(RFin).A power amplifier (PA) 130 may amplify the input RF
signal to obtain the desired output power level and provide an
output RF signal (RFout), which may be transmitted via an
antenna (not shown in FIG. 1). RF transmitter 120 may also
include circuits to generate the envelope signal, instead of
isitig modulator 112 to generate the envelope signal.

APA supply generator 150 may receive the envelope signal
from modulator 112 and may generate a power supply voltage
(Vpa) for power amplifier 130. PA supply generator 150 may
also be referred to as an envelope tracker. In the design shown
in FIG. 1, PA supply generator 150 includes a switcher 160,
an envelope amplifier (Env Anip) 170, a boost coniverter 180,
and an inductor 162. Switcher 160 may also be referred to as
a switching-mode power supply (SMPS). Switcher 160
receives a battery voltage (Vbat) and provides a first supply
current (Iind) comprising DC anid low frequency components
atnode A. Inductor 162 stores current from switcher 160 and
provides the stored current to node A on altemating cycles.
Boost converter 180 receives the Vbat voltage and gerierates
aboosted supply voltage (Vboost) that is higher than the Vbat
voltage. Envelope amplifier 170 receives the envelope signal
at its signal input, receives the Vbat voltage and the Vboost
voltage at its two power supply ifiputs, and provides a second
supply current (lenv) comprising high frequency components
at node A. The PA supply current (Ipa) provided to power
amplifier 130 includes the lind current from switcher 160 and
the Ienv current from envelope amplifier 170. Envelope
amplifier 170 also provides the proper PA supply voltage
(Vpa)at Node A for power amplifier 130. The various circuits
in PA supply generator 150 are described in further detail
below.

A controller 140 may control the operation of various units
within wireless device 100. A memory 142 may store pro-
gram codes and data for controller 140 and/or other tinits
within wireless device 100. Data processor 110, modulator
112, controller 140, and memory 142 may be implemented on
one or more application specific integrated circuits (ASICs)
and/or other ICs.

FIG. 1 shows an exemplary design of wireless device 100.
Wireless device 100 may also be implemented in other man-
ners and may include different circuits than those shown in
FIG. 1. All or a portion of RF transmitter 120, power amplifier
130, and PA supply generator 150 may be implemented on
one or more analog integrated circuits (ICs), RF ICs (RFICs),
mixed-signal ICs, etc.

It may be desirable to operate wireless device 100 with a
. low battery voltage in order to reduce power consumption,
extend battery life, and/or obtain other advantages. New bat-
tery technology may be able to provide eénhergy down to 2.5
volts (V) and below in the near future. However, a power
amplifier may need to operate with a PA supply voltage (e.g.,
3.2V) that is higher than the battery voltage. A boost converter
may be used to boost the battery voltage to generate the higher
PA supply voltage. However, the use of the boost converter to
directly supply the PA supply voltage may increase cost and
power consumption, both of which are undesirable.

PA supply generator 150 can efficiently generate the PA
supply voltage with envelope tracking to-avoid the disadvan-
tages of using a boost converter to directly provide the PA
supply voltage. Switcher 160 may provide the bulk of the
power for power amplifier 130 and may be connected directly
to the battery voltage. Boost converter 180 may provide
power to only envelope amplifier 170. PA supply generator
150 can generate the PA supply voltage to track the envelope
of thé RFin signal provided to power amplifier 130, so that
just the proper amount of PA supply voltage is supplied to
power amplifier 130.
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FIG. 2A shows a diagram of using a battery voltage for a
power amplifier 210. The RFout signal (which follows the-
RFin signal) has a time-varying envelope and is shown by a
plot 250. The battery voltage is shown by a plot 260 and is
higher than the largest amplitude of the envelope in order to
avoid clipping of the RFout signal from power amplifier 210.
The difference between the battery voltage and the envelope
ofthe RFout signal represents wasted power that is dissipated
by power amplifier 210 instead of delivered to an eutput load.

FIG. 2B shows a diagram of generating a PA supply voltage
(Vpa) for power amphﬁer 210 with an average power tracker
(APT) 220. APT 220 receives a power control signal indicat-
ing the largest amplitude of the envelope of the RFout signal
in each time interval. APT 220 generates the PA supply volt-
age (which is shown by a plot 270) for power amplifier 210
based on the power control signal. The difference between the
PA supply voltage and the envelope of the RFout signal rep-
resents wasted power. APT 220 can reduce wasted power
since it can generate the PA supply voltage to track the largest
amplitude of the envelope in each time interval.

FIG. 2C shows a diagram of generating a PA supply voltage
for power amplifier 210 with an envelope tracker 230. Enve-
lope tracker 230 teceives an envelope signal indicative of the
envelope of the RFout signal and generates the PA supply
voltage (which is shown by a plot 280) for power amplifier
210 based on the envelope signal. The PA supply voltage
closely tracks the envelope of the RFout signal over time.
Hence, the difference between the PA supply voltage and the
envelope of the RFout signal is small, which results in less
wasted power. The power ampliﬁer is operated in saturation
for all envelope amplitudes in order to maximize PA effi-
ciency.

PA supply generator 150 in FIG.1 can 1mp1ement envelope
tracker 230 in FIG. 2C with high efficiency. This is achieved
by a combination of (i) an efficient switcher 160 to generate a
first supply current (lind) with a switch mode power supply
and (ii) a linear envelope amplifier 170 to generate a second
supply curreiit (lenv).

FIG. 3 shows a schematic diagram of a switcher 160a and
an envelope amplifier 170a, which are one design of switcher
160 and envelope amphﬁer 170, respectively, in FIG. 1.
Within envelope amplifier170a, anoperatlonal amplifier (op-
amp) 310 has its non-inverting input receiving the envelope
signal, its inverting input coupled to an output of envelope
amplifier 170a (wWhich is node E), and its output coupled to an
input of a class AB driver 312. Driver 312 has its first output
(R1) coupled to the gate of a P-channe] metal oxide semicon-
ductor (PMOS) transistor 314 and its second output (R2)
coupled to the gate of an N-chanpnel MOS (NMOS) transistor
316. NMOS transistor 316 has its drain coupled to node E and
its source coupled to circuit ground. PMOS transistor 314 has
its drain coupled to node E and its source coupled to the drains
of PMOS transistors 318 and 320. PMOS transistor 318 has
its gate receiving a C1 control signal and its source receiving
the Vboost veltage. PMOS transistor 320 has its gate receiv-
ing a C2 control signal and its source receiving the Vbat
voltage. '

A current sensor 164 is coupled between node E and node
A and senses the leiiv currerit provided by eavelope amplifier
170a. Sensor 164 passes most of the lenv current to node A
and provides a smail sensed current (Isen) to switcher 160a.
The Isen current is a small fraction of the lenv current from
envelope amplifier 170a.

Within switcher 1604, a current sense amplifier 330 has its
input coupled to current sensor 164 and its output coupled to
an input of a switcher driver 332. Driver 332 has its first
output (S1) coupled to the gate of a PMOS transistor 334 and
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5
its second output (S2) coupled to the gate of an NMOS tran-
sistor 336. NMOS transistor 336 has its drain coupled to an
output of switcher 160a (which is node B) and its source
coupled to circuit ground. PMOS transistor 334 has its drain
coupled to node B-and its source receiving the Vbat voltage.
Inductor 162 is coupled between nodes A and B.

Switcher 160a operates as follows. Switcher 1604 is in an
On state when current sensor 164 senses a high output current
from envelope amplifier 170a and provides a low sensed
voltage to driver 332. Driver 332 then provides a low voltage
to the gate of PMOS transistor 334 and a low voltage to the
gate of NMOS transistor 336. PMOS transistor 334 is turned
on and couples the Vbat voltage to inductor 162, which stores
energy from the Vbat voltage. The current thmugh inductor
162 rises during the On state, with the rate of the rise being
dependent on (i) the difference between the Vbat voltage and
the Vpa voltage at node A and (ii) the inductance of inductor
162. Conversely, switcher 160ais in an Off state when current
sensor 164 senses a low output current from envelope:ampli-
fier 1704 and provides a high sensed voltage to driver 332.
Driver 332 then provides a high voltage to the gate of PMOS
transistor 334 and a high voltage to the gate of NMOS tran-
sistor 336. NMOS transistor 336 is turned on, and inductor
162 is coupled between node A and circuit ground. The cur-
rent through inductor 162 falls during the Off state, with the
rate of the fall being dependent on the Vipa voltage at node A
and the inductance of inductor 162. The Vbat voltage thus
provides current to power amplifier 130 via inductor 162
during the On state, and inductor 120 provides its stored
energy to power amplifier 130 during the Off state.

In one design, envelope amplifier 170a operates based on
the Vboost voltage only when needed and based on the Vbat
voltage the remaining time in order to improve efficiency. For
example, envelope amplifier 170a may provide approxi-
mately 85% of the power based on the Vbat voltage and only
approximately 15% of the power based on the Vboost voltage.
‘When a high Vpa voltage is needed for power amplifier 130
due to a large envelope on the RFout signal, the C1 control
signal is at logic low, and the C2 control signal is at logic high.
In this case, boost converter 180 is enabled and generates the
Vboost voltage, PMOS transistor 318 is turned on and pro-
vides the Vboost voltage to the source of PMOS transistor
314, and PMOS transistor 320 is turned off Conversely, when
a high Vpa voltage is not needed for power amplifier 130, the
C1 control signal is at logic high, and the C2 control signal is
at logic low. In this case, boost converter 180 is disabled,
PMOS transistor 318 is turned off, and PMOS transistor 320
is turned on and provides the Vbat voltage to the source of
PMOS transistor 314.

Envelope amphﬁer 170a operat&s as follows. When the
envelope signal increases, the output of op-amp 310
increases, the R1 output of driver 312 deceases and the R2
output of driver 312 decreases until NMOS transistor 316 is
almost turned off, and the output of envelope amplifier 170a
increases. The converse is true when the envelope signal
decreases. The negative feedback from the output of envelope
amplifier 170a to thie inverting input of op-amp 310 results in
envelope amplifier 170a having unity gain. Hence, the output
of envelope amplifier 170a follows the envelope signal, and
the Vpa voltage is approximately equal to the envelope signal.
Driver 312 may be implemented with a class AB amplifier to
improve efficiency, so that large output currents can be sup-
plied even though the bias current in transistors 314 and 316
is very low.

A control signal generator 190 receives the envelope signal
and the Vbat voltage and generates the C1 and C2 control
signals. The C1 control signal is complementary to the C2
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control signal. In one design, generator 190 generates the C1
and C2 control signals to select the Vboost voltage for enve-
lope amplifier 170 when the magnitude of the envelope signal
exceeds a first threshold. The first threshold may be:a fixed
threshold or may be determined based on the Vbat voltage. In
another design, generator 190 generates the C1 and C2 con-
trol signals to select the Vboost voltage for envelope amplifier
170 when the magnitude of the envelope sighal exceeds the
first threshold and the Vbat voltage is below a second thresh-
old. Generator 190 may also generate the C1 and C2 signals
based on other signals, other voltages, and/or other criteria.

FIG. 3 shows an exemplary design of switcher 160 and
envelope amplifier 170 in FIG. 1. Switcher 160 and envelope
amplifier 170 may also be implemented in other manners. For
example, envelope amplifier 170 may be implemented as
described in U.S. Pat. No. 6,300,826, entitled “Apparatus and
Method for Efficiently Amplifying Wideband Envelope Sig-
nals,” issued Oct. 9, 2001.

Switcher 160a has high efficiency and delivers a majority
of the supply current for power amplifier 130. Envelope
amplifier 170a operates as a linear stage and has relatively
high bandwidth (e.g., in the MHz range). Switcher 160a
operates to reduce the output current from envelope amplifier
1704, which improves overall efficiency.

It may be desirable to support operation of wireless device
100 with a low battery voltage (e.g., below 2.5V). This may be
achieved by operating switcher 160 based on the Vbat voltage
and operating ervelope amplifier 170 based on the higher
Vboost voltage. However, efficiency may be improved by
operating envelope amplifier 170 based on the Vboost voltage
only when needed for large amplitude envelope and based on
the Vbat voltage the remaining time, as shown in FIG. 3 and
described above.

FIG. 4A shows plots of an example of the PA supply
current (Ipa) and the inductor current (Iind) from inductor

" 162 versus time for a case in which switcher 160a has a supply

voltage (Vsw) of 3.7V and envelope amplifier 170a has a
supply voltage (Venv) of 3.7V. The lind current is the current
through inductor 162 and is shown by a plot 410. The Ipa
current is the current provided to power amplifier 130 and is
shown by aplot 420. The Ipa current includes the lind current
as well as the Jenv current from envelope amplifier 170a.
Envelope amplifier 170a provides output current whenever
the Ipa current is higher than the lind current. The efficiency
of switcher 160a and envelope amplifier 170a is approxi-
mately 80% in one exemplary design.

FIG. 4B shows plots of the PA supply current (Ipa) and the
inductor current (lind) versus time for a case in which
switcher 160a has a supply voltage of 2.3V and envelope
amplifier 170a has a supply voltage of 3.7V. The lind current
is shown by a plot 412, and the Ipa current is shown by plot
420. When the supply voltage of switcher 160a is reduced to
2.3V, inductor 162 charges more slowly, which results in a
lower average lind current as compared to the case in which
the supply voltage of switcher 160a s at 3.7V in FIG. 4A. The
lower lind current causes envelope amplifier170a to provide
mote of the Ipa current. This reduces the overall efficiency to
approximately 65% in one exemplary design because enve-
lope amplifier 170a is less efficient than switcher 160a. The
drop in efficiency may be ameliorated by increasing the lind
current from the switcher.

FIG. 5 shows a schematic diagram of a switcher 1605,
which is another design of switcher 160 in FIG. 1. Switcher
160b includes current sense amplifier 330, driver 332, and
MOS transistors 334 and 336, which are coupled as described
above for switcher 160a in FIG. 3. Switcher 1605 further
includes a current summer 328 having a first input coupled to
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current sensor164, a second input receiving an offset (e.g., an
offset current), and an output coupled to the input of current
sense amplifier 330, Simmer 328 may be implemented with
a summing circuit (e.g., an amplifier), a stimming node, etc.

Switcher 1600 operates as follows. Suminer 328 receives
the Isen current from current sensor 164, adds an offset cur-
rent, and provides a sumimed current that is lower than the
Isen current by the offset current. The remaining circuits
within switcher 1605 operate as described above for switcher
160a in FIG. 3. Summer 328 intentionally reduces the Isen
current provided to current sense amplifier 330, so that
switcher 160 is turned On for a longer time period and can
provide a larger lind current, which is part of the Ipa current
provided to power amplifier 130. The offset provided to sum-
mer 328 determines the amount by which the lind cofrent is
increased by switcher 1605 relative to the Iind current pro-
vided by switcher 1604 in FIG. 3.

In general, a progressively larger offset may be used to
génerate a progressively larger inductor current than without
the offset. In one design, the offset may be a fixed value
selected to provide good performance, e.g., good efficiency.
In another design, the offset may be determined based on the
battery voltage. For example, a progressively larger offset
may be used for a progressively lower battery voltage. The
offset may also be determined based on the envelope signal
and/or other information.

An offset to increase the inductor current may be added via
surhmer 328, as shown in FIG. 5. An offsét may also be added
by increasing the pulse width of an output signal from current
sense amplifier via any suitable mechanism.

FIG. 4C shows plots of the PA supply current (Ipa) and the
inductor current (lind) versus time for a case in which
switcher 1605 in FIG. 5 has a supply voltage of 2.3V and
envelope amplifier 1704 has a supply voltage of 3.7V. The
lind current is shown by a plot 414, and the Ipa current is
shown by plot 420. When the supply voltage of switcher 1605
is reduced 1o 2.3V, inductor 162 charges more slowly, which
results in a lower Iind current as shown in FIG. 4B. The offset
added by summer 328 in FIG. 5 reduces the sensed current
provided to current sepse amplifier 330 and results in switcher
1605 being turned On longer. Hence, switcher 1605 with
offset in FIG. 5 can provide a higher lind current than
switcher 160a without offset in FIG. 3. The overal] efficiency
for switcher 1605 and énvelope amplifier 170a is improved to
approximately 78% in one exemplary design.

FIG. 6 shows a schematic diagram of a design of boost
converter 180 in FIGS. 1, 3 and 5. Within boost converter 180,
an inductor 612 has one end receiving the Vbat voltage and
the other end coupled to node D. An NMOS transistor 614 has
its source coupled to circuit ground, its gate receiving a Cb
contiol signal, and its drain coupled to node D. A diode 616
has its anode coupled to node D and its cathode coupled to the
output of boost converter 180. A capacitor 618 has one end
coupled to circuit ground and the other end coupled to the
output of boost converter 180.

Boost conveiter 180 operates as follows. In an On state,
NMOS transistor 614 is closed, inductor 612 is coupled
between the Vbat voltage and circuit ground, and the current
via inductor 612 increases. In an Off state, NMOS transistor
614 is opened, and the current from inductor 612 flows via
diode 616 to capacitor 618 and a load at the output of boost
converter 180 (not shown in FIG. 6). The Vboost voltage may
be expressed as:
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where Duty_Cycle is the duty cycle in which NMOS transis-
tor 614 is turned on. The duty cycle may be selected to obtain
the desired Vboost voltage and ta ensure proper operation of
boost converter 180.

The techniques desciibed herein enable an envelope
tracker to operate at a lower battery voltage (e.g., 2.5V or
lower). The envelope tracker includes switcher 160 and enve-
lope amplifier 170 for the design shown in FIG. 1. In one
design of supporting operation with a lower battery voltage,
as shown in FIG. 3, switcher 160 is connected to the Vbat
voltage and envelope amplifier 176 is connected to either the
Vhat voltage or the Vboost voltage. Switcher 160 provides
power most of the time, and envelope amplifier 170 provides
power during peaks in the envelope of the RFout signal. The
overall efficiency of the envelope tracker is reduced by the
efficiency of boost converter 180 (which midy be approxi-
mately 85%) only during the time in whlch envelope ampli-
fier 170 provides power:

In another design of supporting operation with a lower
battery voltage, the entire enivelope tracker is operated based
on the Vboost voltage from boost converter 180. In this
design, boost converter 180 provides high current required by
power amplifier 130 (which may be more than one Ampere),
and efficiency is reduced by the efficiency of boost coriverter
180 (which may be approximately 85%).

In yet another design of supporting operation with a lower
battery voltage, a field effect transistor (FET) switchis used to

. connect the envelope tracker to (i) the Vbat voltage when the
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Vbat voltage is greater than a Vthresh voltage or (ii) the
Vhoost voltage when the Vbat voltage is less than the Vthresh
voltage. Efficiency would then be reduced by losses in the
FET switch. However; better efficiency may be obtained for
envelope amplifier 170 due to a lower input voltage.

In one exemplary design, an apparatus (e.g., an integrated
circuit, a Wireless dévice, a circuit module, et¢.) may com-
prise an envelope amplifier and a boost converter, e.g., as
shown in FIGS. 1 and 3. The boost converter may receive a
first supply voltage and generate a boosted supply voltage
having a higher voltage than the first supply voltage. The first
supply voltage may be a battery voltage, a line-in voltage, or
some other voltage available to the apparatus. The envelope
amplifier may receive an envelope signal and the boosted
supply voltage and miay generate a second supply voltage
(e:g., the Vpa voltage in FIG. 3) based on the envélope signal
and the boosted supply voltage. The apparatus may further
comprise a power amplifier, which may operate based on the
second supply voltage from the envelope amplifier. The
power amplifier may receive and amplify an input RF signal
and provide an outpit RF signal.

In one design, the envelope amplifier may further receive
the first supply voltage and may generate the second supply
voltage based on the first supply voltage or the boosted supply
voltage. For example, the envelope amplifier may generate
the second supply voltage (i) based on the boosted supply
voltage if the envelope signal exceeds a first threshold, or if
the first supply voltage is below a second threshold, or both or
(it) based on the first supply voltage otherwise.

In one design, the envelope amplifier may include an op-
amp, a driver, a PMOS transistor, and an NMOS transistor,
e.g., op-amp 310, driver 312, PMOS transistor 314, and
NMOS transistor 316 in FIG. 3. The op-amp may receive the
envelope signal and provide an amplified signal. The driver.
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may receive the amplified signal and provide a first control
signal (R1) and a second control signal (R2). The PMOS
transistor may have a gate receiving the first control signal, a
source receiving the boosted supply voltage or the first supply
voltage, and a drain providing the second supply voltage. The
NMOS transistor may have a gate receiving the second con-
trol signal, a drain providing the second supply voltage, and a
source coupled to circuit ground. The envelope amplifier may
further comprise second and third PMOS transistors (e.g.,
PMOS transistors 318 and 320). The second PMOS transistor
may have a gate receiving a third control signal (C1), a source
receiving the boosted supply voltage, and a drain coupled to
the source of the PMOS transistor. The third PMOS transistor
may have a gate receiving a fourth control signal (C2), a
source receiving the first supply voltage, and a drain coupled
to the source of the PMOS transistor.

In another exemplary des1gn, an apparatus (e.g+, an inte-
comprise a switcher, an envelope amplifier, and a power
amplifier, e.g., as shown in FIGS. 1 and 3. The switcher may
receive a first supply voltage (e.g., a battery voltage) and
provide a first supply current (e.g., the lind current in FIG. 3).
The envelope amplifier may receive an erivelope signal and
provide a second supply current (e.g., the Ienv current) based
on the envelope signal. The power amplifier may receive a
total supply current (e.g., the Ipa current) comprising the first
supply current and the second supply current. The first supply
current may comprise DC and low frequency components.
The second supply current may comprise higher frequency
components. The appatatus may further comprise a boost
converter, which may receive the first supply voltage and
provide a boosted supply voltage having a higher voltage than
the first supply voltage. The envelope amplifier may operate
based on the first supply voltage or the boosted supply volt-
age.

In one design, the switcher may comprise a current sense
amplifier, a driver, a PMOS transistor, and an NMOS transis-
tor, e.g., current sense amplifier 330, driver 332, PMOS tran-
sistor 334, and NMOS transistor 336 in FIG. 3. The current
sense amplifier may sense the first supply current, or the
second supply current (e.g., as shown in FIG. 3), or the total
supply current and may provide a sensed signal. The driver
may receive the sensed signal and provide a first control
signal (S1) and a second control signal (S2). The PMOS
transistor may have a gate receiving the first control signal, a
source receiving the first supply voltage, and a drain provid-
ing a switching signal for an inductor providing the first
supply current. The NMOS transistor may have a gate receiv-
ing the'second control signal, a drain providing the switching
signal, and a source coupled to circuit ground. The inductor
(e.g., inductor 162) may be coupled to the drains of the PMOS
transistor and the NMOS transistor, may receive the switch-
ing signal at one end, and may provide the first supply current
at the other end.

In yet another exemplary design, an apparatus (e.g., an
integtated circuit, a wireless device, a circuit module, etc.)
may comprise a switcher, e.g., switcher 1605 in FIG. 5. The
switcher may sense an input current (e.g., the Jenv current in
FIG. 5) and generate a switching signal to charge and dis-
charge an inductor providing a supply current (e.g., the Iind
current). The switcher may add an offset to the input current
to generate a larger supply current than without the offset. The
switcher may operate based on a first supply voltage (e.g., a
battery voltage). In one design, the offset may be determined
based on the first supply voltage. For example, a larger offset
may be used for a smaller first supply voltage, and vice versa.
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In one design, the switcher may comprise a summer, a
current sense amplifier, and a driver, e.g., summer 328, cur-
rent sense amplifier 330, and driver 332 in FIG. 5. The sum-
mer may sum the input current and an offset cuiffent and
provide a summed current. The current sense amplifier tay
receive the summed current and provide a sensed signal. The
driver may receive the sensed signal and provide at least one
control signal used to generate the switching signal. In one
design, the at least one control signal may comprise a first
control signal (S1) and a second control signal (S2), and the
switcher may further comprise a PMOS transistor and an
NMOS transistor, e.g., PMOS transistor 334 and NMOS tran-
sistor 336 in FIG. 5. The PMOS transistor may hiave a gate
receiving the first control signal, a source receiving first sup-
ply voltage, and a drain providing the switching signal. The
NMOS transistor may have a gate receiving the second con-
trol signal, a drain providing the switching signal, and a
source coupled to circuit ground.

In one design, the apparatus may further comprise an enve-
lope amplifier, a boost converter, and .a power amplifier. The
envelope amplifier may receive an envelope signal and pro-
vide a second supply current (e.g., the Ienv current in FIG. 5)
based on the envelope signal. The boost converter may
receive the first supply voltage and provide a boosted supply
voltage. The envelope amplifier may operate based on the first
supply voltage or the boosted supply voltage. The power
amplifier may receive a total supply current (e.g., the Ipa
current) comprising the supply current from the switcher and
the second supply current from the envelope amplifier.

The circuits (e.g:, the envelope amplifier; the switcher, the
boost converter, etc.) described herein may be implemented
on an IC, an anajog IC, an RF IC (RFIC), a mixed-signial IC,
an ASIC, a printed circuit board (PCB), an electronic device,
etc. The circuits may be fabricated with various IC process
technologies such as complementary metal oxide semicon-
ductor (CMOS), NMOS, PMOS, bipolar junction transistor
(BJT), bipolar-CMOS (BiCMOS), silicon germanium
(SiGe), gallium arsenide (GaAs), etc.

An apparatus implementing any of the circuits described
herein may be a stand-alone device or may be part of a larger
device. A device may be (i) a stand-alone IC, (ii) a set of one
or more ICs that may include memory ICs for storing data
and/or instructions, (iii) an RFIC such as an RF receiver
(RFR) oran RF transmittei/receiver (RTR), (iv) anASIC such
as a mobile station modem (MSM), (v) a module that may be
embedded within other devices, (vi) a receiver, cellular
phone, wueless dev1ce, handset or moblle umt, (vii) etc.
enable any person skilled in the art to make or use the disclo-
sure. Various modifications to the disclosure will be readily
apparent to those skilled in the art, and the generic principles
defined herein may be applied to other variations without
deparl:lng from the scope of the disclosure. Thus, the disclo-
sure is not intended to be limited to the examples and designs
described herein but is to be accorded the widest scope con-
sistent with the principles and novel features disclosed herein;

What is claimed is:

1. An apparatis comprising: _

a boost converter operative to receive a first supply voltage
and generate a boosted supply voltage having a higher
voltage than the first supply voltage; and

an envelope amplifier operative to receive an envelope
signal and the boosted supply voltage and generate a
second supply voltage based on the envelope signal and .
the boosted supply voltage, wherein the envelope ampli-
fier is operative to further receive the first supply voltage
and generate the second supply voltage based on thie first
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supply voltage and generate the second supply voltage
based on the first supply voltage or the boosted supply
voltage, and further wherein the envelope amplifier
comprises

an operational amplifier (op-amp) operative to receive the
envelope signal and provide an amplified signal,

a driver operative to receive the amplified signal and pro-
vide a first control signal and a second control signal,

a P-channel metal oxide semiconductor (PMOS) transistor
having a gate receiving the first control signal, a source
receiving the boosted supply voltage or the first supply
voltage, and a drain providing the second supply volt-
age, and

an N-channe] metal oxide semiconductor (NMOS) transis-
tof' having a gate receiving the second control signal, a
drain providing the second supply voltage, and a source
coipled to circuit ground.

2. The apparatus of claim 1, wherein the envelope amplifier
is operative to generate the second supply voltage based on
the boosted supply voltage if the envelope signal exceeds a
first threshold, or if the first supply voltage is below a second
threshold, or both.

3. The apparatus of claim 1, wherein the envelope amplifier
further comprises

a second PMOS transistor having a gate receiving a third
control signal, a source receiving the boosted supply
voltage, and a drain coupled to the source of the PMOS
transistor, and

a third PMOS transistor having a gate receiving a fourth
control signal, a source receiving the first supply volt-
age, and a drain coupled to the source of the PMOS
transistor.

4. The apparatus of claim 1, further comprising:

a power amplifier operative to receive the second supply
voltage from the envelope amplifier and to receive and
amplify an input radio frequency (RF) signal and pro-
vide an output RF signal.

5. The apparatus of claim 1, wherein the first supply volt-

age is a battery voltage for the apparatus.

6. An apparatus for wireless communication, comprising:

a power amplifier operative to receive and amplify an input
radio frequency (RF) signal and provide an output RF
signal; and

a supply generator operative to receive an envelope signal
and a first supply voltage, to generate a boosted supply
voltage having a higher voltage than the first supply
voltage, and to generate a second supply voltage for the
power amplifier based on the envelope signal and the
boosted supply voltage, wherein the supply generator
incorporates an operational amplifier (op-amp) opera-
tive to receive the envelope signal and provide an ampli-
fied signal, a driver operative to receive the amplified
signal and provide a first control signal and a second
contro] signal, a P-channe] metal oxide semiconductor
(PMOS) transistor having a gate receiving a first control
signal, a source receiving the boosted supply voltage or
the first supply voltage, and a drain providing the second
supply voltage, and an N-channe] metal oxide semicon-
ductor (NMOS) transistor having a gate receiving the
second coritrol signal, a drain providing the second sup-
ply voltage, and a soarce coupled to circuit ground.

7. Tke apparatus of claim 6, wherein the supply generator
is operative to generate the second supply voltage based on
the envelope signal and either the boosted supply voltage or
the first supply voltage.
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8. A method of generating supply voltages, comprising:

generating a boosted supply voltage based on a first supply

voltage, the boosted supply voltage having a higher volt-
age than the first supply voltage; and

generating a second supply voltage based on an envelope

signal and the boosted supply voltage, wherein the sec-
ond supply voltage is generated by an envelope amplifier
that produces the second supply voltage using an opera-
tional amplifier (op-amp) that receives the envelope sig-
pal and provides an amplified signal, a driver that
receives the amplified signal and provides.a first control
signal and a second control signal, a P-channel metal
oxide semiconductor (PMOS) transistor that receives
the first.control signal, a source that receives the boosted
supply voltage or the first supply voltage; and a drain
providing the second supply voltage and an N-channel
metal oxide semiconductor (NMOS) transistor that
receives the second control signal at a gate and provides
asecond supply voltage through a drain, and a source for
circuit grounding.

9. The method of claim 8, wherein the generating the
second supply voltage comprises generating the second sup-
ply voltage based on the envelope signal and either the
boosted supply voltage or the first supply voltage.

10. An apparatus for generating supply voltages, compris-
ing:

means for generating a boosted supply voltage based on-a

first supply voltage, the boosted supply voltage having a
higher voltage than the first supply voltage; and

means for generating-a second supply voltage based on the

envelope signal and the boosted supply voltage, wherein
the means for generatinig the second supply voltage
incorporates an envelope amplifier that produces the
second supply voltage using an operational amplifier
(op-amp) that receives the envelope signal and provides
an amplified signal, a driver that receives the amplified
signal and provides a first control signal and a second
control signal, a P-channel metal oxide semiconductor
(PMOS) transistor that receives the first control signal, a
source that receives the boosted supply voltage or the
first supply voltage, and a drain providing the second
supply voltage and an N-channe] metal oxide semicon-
ductor (NMOS) transistor that receives the second con-
trol signal at a gate and provides a second supply voltage
through a drain, and a source for circuit grounding.

11. The apparatus of claim 10, wherein the means for
generating the second supply voltage comprises means for
generating the second supply voltage based on an envelope
signal and either the boosted supply voltage or the first supply
voltage. '

12. An apparatus comprising:

a switcher operative to receive a first supply voltage and

provide a first supply current;

an envelope amplifier opérative to receive an envelope

signal and provide a second supply current based on the
envelope signal; and

a power amplifier operative to receive an envelope signal

and provide a second supply current based on the enve-
lope signal; and

apower amplifier operative to receive a total supply current

comprising the first supply current and the second sup-
ply current, wherein the switcher comprises

a current sense amplifier operative to sense the first supply

current, or the second supply current, or the total supply
current and provide a sensed signal,

a driver operative to receive the sensed signal and provide

a first control signal and a second control signal,
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a P-channel metal oxide semiconductor (PMOS) transistor
having a gate receiving the first conirol signal, a source
receiving the first supply voltage, and a drain providing
a switching signal for an inductor providing the first
supply current, and

an N-channel metal oxide semiconductor (NMOS) transis-
tor having a gate receiving the second control signal, a
drain providing the switching signal, and a source
coupled to circuit ground.

13. The apparatus of claim 12, further comprising:

a boost converter operative to receive the first supply volt-
age and provide a boosted supply voltage having a
higher voltage than the first supply voltage, wherein the
envelope amplifier operates based on the first supply
voltage or the boosted supply voltage.

14. The apparatus of claim 12, wherein the first supply
current comprises direct current (DC) and low frequency
components, and wherein the second supply current com-
prises higher frequency components.

15. An apparatus comprising:

an inductor operative to receive a switching signal and
provide a supply current; and

a switcher operative to sense an input current and generate
the switching signal to charge and discharge the inductor
to provide the supply current, the switcher adding an
offset to the input current to generate a larger supply
current via the inductor than without the offset, wherein
the switcher comprises

a summer operative to sum the input carrent and an offset
current and provide a surhmed current, _

a current sense amplifier operative to receive the summed
current and provide a sensed signal, and

a driver operative to receive the sensed signal and provide
at least one control signal used to generate the switching
signal for the inductor.

14

16. The apparatus of claim 15, wherein the switcher oper-
ates based on a first supply voltage, and wherein the offset is
determined based on the first supply voltage.

17. The apparatus of claim 15, wherein the at least one

5 control signal comprises a first control signal and a second
control signal, and wherein the switcher further comprises

a P-chanriel metal oxide sefnicondictor (PMOS) transistor
having a gate receiving the first control signal, a source
receiving a first supply voltage, and a drain providing the
switching signal, and

an N-channel metal oxidé sethiconductor (NMOS) transis-
tor having a gate receiving the second control signal, a
drain providing the switching signal, and a source
coupled to circuit ground.

18. The apparatus of claim 15, further comprising:

an envelope amplifier operative to receive an envelope
signal and provide a second supply current based on the
envelope signal, wherein a total supply cuirrent com-
prises the supply current from the switcher and the sec-
ond supply current from the envelope amplifier.

19. The apparatus of claim 18; further comprising;

a boost converter operative to receivethe first supply volt-
age and provide a boosted supply voltage having a
higher voltage than the first supply voltage, wherein the
envelope amplifier operates based on the first supply
voltage or the boosted supply voltage.

20. The apparatus.of claim 15, further comprising:

a power amplifier operative to receive the supply current
from the inductor and to receive and amplify an input
radio frequency (RF) signal and provide an output RF
signal.
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: 1
DIRECT SCATTER LOADING OF
EXECUTABLE SOFTWARE IMAGE FROM A
PRIMARY PROCESSOR TO ONE OR MORE
SECONDARY PROCESSOR IN A
MULTI-PROCESSOR SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. provisional
patent application No. 61/316,369 filed Mar. 22, 2010, in the
names of MALAMANT et al., U.S. provisional paterit appli-
cation No. 61/324,035 filed Apr. 14, 2010, in the names of
GUPTA et al, U.S. provisional patent application No.
61/324,122 filed Apr. 14, 2010, in the names of GUPTA et al.,
and U.S. provisional patent application No. 61/325,519 filed
Apr. 19, 2010, in the names of GUPTA et al., the disclosures
of which are expressly incorporated herein by reference in
their entireties.

TECHNICAL FIELD

The following description relates generally to multi-pro-
cessor systems, and more specifically to multi-processor sys-
tems in which a primary processoris coupled to a non-volatile
memory storing execittable software image(s) of one or more
other processors (referred to herein as “secondary” proces-
sors) system which are each coupled to a dedicated volatile
memory, wherein the executable software images are effi-
ciently communicated from the primary processor to the sec-
ondary processor(s) in a segmented format (e.g., using a
direct scatter load process).

BACKGROUND

Processors execute software code to perform operations.
Processors may require some software code, commonly
réfeired to as boot code, to be executed for hooting up. In a
multi-processor system, each processor may require respec-
tive boot code for booting up. As an example, in a smartphone
device that includes an application processor and a modem
processor, each of the processors may have. respective boot
code for booting up.

A problem exists on a significant number of devices (sich
as smart phones) that incorporate multiple processors (e.g:; a
standalone application processor chip integrated with a sepa-
rate modem processor chip). A flash/non-volatile memory
component may be used for each of the processors, because
each processor has non-volatile memory (e.g., persistent stor-
age) of executable images and file systems. For instance, a
processor’s boot code may be stored to the processor’s
respective non-volatile memory (e.g., Flash memory, read-
only memory (ROM), etc.), and upon power-up the boot code
software is loaded for execution by the: processor from its
respective non-volatile memory. Thus, in this type of archi-
tecture the executable software, such as a processor’s boot
code, is not required to be loaded to the processor from
another processor in the system.

Adding dedicated non-volatile memory to each processor;
however, occupies more circuit board space, thereby increas-
ing the circtiit board size. Some designs mdy use a combined
chip for Random Access Memory (RAM) and Flash memiory
(where RAM and Flash devices are stacked as one package to
reduce size) to reduce board size. While multi-chip package
solutions do reduce the needed circuit board foot print to
some extent, it may increase costs.
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In some multi-processor systems, software may be
required to be loaded to one proceéssor from another proces-
sor. For example, suppose a first processor in a multi-proces-
sor system is responsible for storing to its non-volatile
memory boot code for one or more other processors in the
system; wherein upon power-up the first processor is tasked
with loading the respective boot code to the other process-
or(s), as opposed to such boot.code residing in non-volatile
memory of the other processor(s). In this type of system, the
software (e.g., boot image) is downloaded from the first pro-
cessor to the other processor(s) (e.g., to volatile memory of
the other processor(s)), and thereafter the receiving process-
or(s) boots with the downloaded irnage.

Often, the software image to be loaded is a binary multi-
segmented image. For instance, the software image may
include a header followed by multiple segments of code;
When software images are loaded, from an external device
(e.g., from another processor) onto a target device (e.g., a
target processor) there may be an intermediate step where the
binary multi-segmented image is transferred into the system
memory and then later transferred into target locations by the
boot loadet. o

In a systém in Which the software image is loaded onto a
target “secondary” processor from a first “primary” proces-
sor, one way of performing such loading is to allocate a
temporary buffer into which each packet is received, and each
packet would have an associated packet header information
along with the payload. The payload in this case woiild be the
actual image data. From the temporary buffer, some of the
processing may be done over the payload, and then the pay-
load would get copied over to the final destination. The tem-
porary buffer would be some place in system memory; suchas
in internal random-access-memory (RAM) or double data
rate (DDR) memory, for example.

Thus, where an intermediate buffer is used, the data being
downloaded from a primary processor to a secondary proces-
sor is copied into the intermediate buffer. In this way, the
buffer is used to receive part of the image data from the
primary processor, and from the buffer the image data may be
scattered into the memory (e.g., volatile memory) of the sec-
ondary processor.

The- primary processor and its non-volatile memory that
stores the boot image for a secondary processor may be
implemented on a different chip than a chip on which the
secondary processor is implemented. Thus, in order to trans-
fer the data from the primary processor’s non-volatile
memory to the secondary processor. (e.g., to the secondary
processor’s volatile memory), a packet-based communica-
tion may be employed, wherein a packet header is included in
each packet communicated to the secondary processor. The
packets are stored in an intermediate buffer, and some pro-
cessing of the received packets is then required for that data to
be stored where it needs to go (e.g., within the secondary
processor’s volatile memory).

SUMMARY

A multi-processor system is offéred. The system includes a
secondary processor having a system memory and a hardware
buffer for receiving at a least a portion of an executable
software image. The secondary processor includes a scatter
loader controller for loading the executable software image
directly from the hardware buffer to the system memory. The
system also includes a primary processor coupled with a
memory. The memory stores the executable software ithage
for the secondary processor. The system further includes an
interface communicatively coupling the primary processor
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and the secondary processor via which the executable soft-
ware image is received by the secondary processor.

A method is also offered. The method includes receiving at
a secondary processor, from a primary processor via an inter-
chip communication bus, an image header for an executable
software image for the secondary processor that is stored in
memory coupled to the primary processor. The executable
software image includes the image header and at least one
data segment. The method also includes processing, by the
secondary processor; the image header to determine-at least
one location within system memory to which the secondary
processor is coupled to store the at least one data segment.
The method also includes recelvmg at the secondary proces-
sor, from the primary processor via the inter-chip communi-
cation bus, the at least one data segment. Still further, the
method includes loading, by the secondary processor; the at
least one data segment directly to the determined-at least one
location within the system memory.

An apparatus is offered. The apparatus includes means for
receiving at a secondary processor, from a primary processor
via an inter-chip communication bus, an image header for an
executable software image for the secondary processor that is
stored in memory coupled to the primaty processor. The
executable software image includes the image header and at
least one data segment. The apparatus also includes means for
processing, by the secondary processor, the image header to
determine at least ohe location within system memory to
which the secondary processor is coupled to store the at least
one data segment. The apparatus further includes means for
receiving at the secondary processor; from the primary pro-
cessor via the inter-chip communication bus, the at least one
data segment. Still fiifther, the apparatus includes means for
loading, by the secondary processor, the at least one data
segment directly to the determined at least one location within
the system memory.

A multi-processor system is offered. The system includes a
primary processor coupled with a first non-volatile memory.
The first non-volatile memory is coupled exclusively to the
primary processor and stores a file system for the primary
processor and executable images for the primary processor
and secondary processor. The system also includes-a second-
ary processor coupled with a second fion-volatile memory.
The second non-volatile memory is coupled exclusively to
the secondary processorand stores configuration parameters
and file system for the secondary processor. The system far-
ther includes an intérface communicatively coupling the. pri-
mary processor and the secondary processor via which an
executable software image is received by the secondary pro-
Cessor. ‘

A multi-processor system is offered. The system includes a
primary processor coupled with a first non-volatile memory.
‘The first non-volatile memory is coupled exclusively to the
primary processor and stores executable images and file sys-
tems for the primary and secondary processors. The system
also includes a secondary processor. The system further
includes an interface communicatively coupling the primary
processor and the secondary processor via which an execut-
able software image is received by the secondary processor:

A method is offered. The method includes sending, from a
memory coupled to a primary processor; an executable soft-
ware image for a secondary processor. The executable soft-
ware image is sent via an interface communicatively coupling
the primary processor and secondary processor. The method
also includes receiving, at the secondary processor, the
executable software image. The method further includes
executing, at the secondary processor, the executable soft-
ware image.
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BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present teach-
ings, reference is now made to the following description taken
in conjunction with the accompanying drawings.

FIG. 1 is an illustration of an exemplary device within
which aspects of the present disclosire may be implemented.

FIG. 2 is an illustration of an exemplary device within
which aspects of the present disclosure may be implemented.

FIG. 3 is an illustration of an operational flow for an exem-
plary loading process for loading an executable image from a
primary processor to a seconidary processor according to one
aspect of the present disclosure.

FIG. 4 is a flowchart illustrating a scatter loading method
according to one aspect of the present disclosure.

FIG. 5 is a block diagram showing an exemplary wireless
¢ommunication system in which an embodiment of the dis-
closure may be advantageously employed.

DETAILED DESCRIPTION

The word “exemplary” is used herein to mean “serving as
an example, instance, or illustration.” Any aspect described
herein as “exemplary” is not necessarily to be constrited as
preferred or advantageous over other aspects.

Certain aspects disclosed herein concern multi-processor
systems where one primary processor is connected to a non-
volatile memory storing executable images of one or more
other processors (referred to herein as “secondary™ proces-
sors) in the system. In such a multi-processor system each of
the secondary processors may be connected to a dedicated
volatile memory used for storing executable images, run-time
data, and optionally a file system mirror.

Executable images are often stored in a segimented format
where each segment can be loaded into a different memory
region. Target memory locations of executable segments may
or may not be contiguous with respect to each other. One
example of a multi-segmented image format is Executable
and Linking Format (ELF) which allows an execiitable image
to be broken into multiple segments and each one of these
segments may be loaded into different system memory loca-
tions.

In one exemplary aspect a direct scattet load techmque is
disclosed for loading a segmented image from a pnmary
processor’s non-volatile memory to a secondary processor’s
volatile memory. As discussed further below; the direct scat-
ter load techniquie avoids use of a témporary buffer. For
instance, in one aspect, rather than employiiig a packet-based
communication in which the image is communicated via
packets that each include a respective header, the raw image
data is loaded from the primiary processor to the secondary
processor. In another aspect, headers are used which include
information used to determine the target location information
for the data. )

Exemplary Multi-Processor Architectire with Centralized
Non-Volatile Memory—with Reduced Localized Non-Vola-
tile Memory for File System

FIG. 1 illustrates a block diagram of a first multi-processor
architecture 102 in which a primary processor (application
processor 104) hosts a primary (large) nonvolatile memory
106 (e.g, NAND flash memory) while a second processor
(e.g-, modem processor 110) has a secondary (reduced or
minimal) non-volatile memory 114 (e.g, NOR flash
memory).

In the commitnication device architecture 102 the appli-
cation processor 104 is coupled to a primary non-volatile
memory 106 and an application processor volatile memory
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108 (e.g., random access memory). The modem processor
110 is coupled to a secondary non-volatile memory 114-anda
modem processor volatile memory 112. An inter-processor
communication bus 134 allows communications between the
application processor 104.and the modem processor 110.

A modem executable image 120 for the modem processor
110 may be stored in the application processor (AP) non-
volatile memory 106 together with the AP executable image
118 and the AP file system 116. The application processor
104 may load its AP executable image 118 into the applica-
tion processor volatile memory 108 and store itas AP execut-
able image 122. The application processor volatile memory
108 may also serve to store AP run-time data 124.

The modem processor 110 has the dedicated secondary
reduced or minimal) non-volatile memory 114 (e.g., NOR
flash) for its file system 128 storage. This secondary (reduced
or minimal) non-volatile memory 114 is smaller and lower
cost than a flash device capable of storing both the run-time
modem executable images 120 and the file system 128.

Upon system power-up, the modem processor 110
executes its pritdary boot loader (PBL) from the hardware
boot ROM 126 (small read-only on-chip memory). The
modem PBL may be adapted to download the modern
executables 120 from the application processor 104. That is,
the modem executable image 120 (initially stored in the pri-
mary non-volatile memory 106) is requested by the modem
processor 110 from the application processor 104. The appli-
cation processor 104 retrieves the modem executable ifhage
120 and provides:it to the modem processor 110 via an inter-
processor communication bus 134 (e.g., inter-chip commu-
nication bus). The modem processor 110 stores the modem
executable image 132 directly into the modem processor
RAM (Random Access Memory) 112 to the final destination
without copying the data into a temporary buffer in the
modem processor RAM 112. The inter-processor communi-
cation bus 134 may be, for-example, a HSIC bus (USB-based
High Speed Inter-Chip),.an HSI bus (MIPI High Speed Syn:
chronous Interface), a SDIO bus (Secure Digital 1/O inter-
face), a UART bus (Universal Asynchronous Receiver/Trans-
mitter), an SPI bus (Serial Peripheral Interface); an 12C bus
(Inter-Integrated Circuit), or any other hardware interface
suitable for inter-chip communication available on both the
modem processor 110 and the application processor 104.

Once the modem executable image 120 is downloaded into
the modem processor RAM 112:and authenticated, it is main-
tained as a modem executable image 132. Additionally, the
modem processor volatile memory 112 may also store
modem run-time data 130. The modem Boot ROM code 126
may then jump into that modem executable image 132.and
start executing the main modem program frot the modem
processor RAM 112. Any persistent (non-volatile) data, such
as radio frequency (RF) calibration and system parameters;
may be stored on the modem file system 128 using the sec-
ondary (reduced or minimal) non-volatile memory 114
attached to the modem processor 110.

Exemplary Multi-Processor Architecture with Centralized
Non-Volatile Memory—with No Localized Non-Volatile
Memory for File Systems

FIG. 2 illustrates a block diagram of a second multi-pro-
cessor architectiire 202 in which a prifary processor (appli-
cation processor 204) hosts a primary (large) non-volatile
memory 206 (e.g:;, NAND flash memory). The primary non-
volatile memory 206 may store a modem-executable image
214 and/or a modem file system 220 for the secondary pro-
cessor (modem processor 210). The secondary processor
(modem processor 210) may be configired to request the
modem-executable image 214 and/or modem file system 220
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from the primary processor 204. The primary processor 204
then retrieves the requested modem-executable image 214
and/or modem file system 220 from the non-volatile memory
206 and provides it to the secondary processor 210 via an
inter-processor communication bus 234.

In this architecture 202, the application processor 204 is
coupled to the non-volatile memory 206 and an application
processor volatile memory 208 (e.g., random access
memory). The modem processor 210 is coupled to-a modem
processor volatile memory 212 but does not have its own
non-volatile memory. The modem processor volatile memory
212 stores a file system mirror 228, a modem executable
image 236, and modem run-time data 230. The inter-proces-
sor communication bus 231 allows communications between
the application processor 204 and modem processor 210.

All the executable images 214 and file systefi 220 for the
modem processor 210 may be stored in the non-volatile
memory 206 together with the AP executable image 218 and
the AP file system 216. The application processor 204 may
load its AP executable image 218 into the application proces-
sor volatile memory 208 and store it as AP executable image
222. The application processor volatile memory 208 may also
serve to store AP run-time data 224. The modem file system
may be encrypted with a modem processor’s private key for
privacy protection and prevention of subscriber identity clon+
ing.

Upon system power-up, the modem Boot ROM code 226
downloads both the modem executable image 214 and the
modem file system 220 from the application processor 204
into the modem processor volatile memory 212. During nor-
mal operation, any read accesses to the moder file system
228 are serviced from the modem processor volatile memory
212. Any write accesses are performed in the modem proces-
sor volatile memory 212 as well. In addition, there may be a
background process running on the modem processor 210
and the application processor 204 to synchronize the contents
of the File System 228 in modem processor volatile memory
212 with the modem file system 220 stored on the non-
volatile memory 206.

The primary and secondary processors may periodically
synchronize the file system in the volatile memory for the
secondary processor with the corresponding file system in the
primary non-volatile memory: The first write to the modem
file system 228 may start a timer (for example, a ten minute
timer) in the modern processor 210. Whilé this timer is run-
ning, all writes to the file system 228 are coalesced into the
modem processor volatile memory 212. Upon expiration of
the timer, the modem processor 210 copies the file system
image 228 from volatile memory 212, encrypts it, and alerts
the:application processor 204 that new data is available. The
application processor 204 reads the encrypted copy and
writes it to the non-volatile memory 206 into the modem file
system 220. The application processor 204 then signals the
modem processor 210 that the write operation is complete. If
a synchropization operation fails, a present version of the
modem file system may be used. Synchronization may occur
periodically (for example, every ninety seconds) or after a
certain time following a write operation by the modem to its
file system. To prevent corruption from circumstances such as
sudden power removal, two copies of the modem file system
220 may be stored.

The modém processor 210 may also initiate a “flush™
operation of the file system miirror 228 to the application
processor’s non-volatile memory 206.. This may occur for a
number of reasons, including phone power-off, as well as
sending an acknowledgement message to the network to indi-
cate acceptance and storage of incoming SMS messages.
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File system read operations on the modem processor 210
are serviced from the modem processor volatile memory 212,
which reflects the current state of the modem file system.
Because read operations are more frequent than write opéfa-
tions, and write operations tend to occur in “bursts™ of activ-
ity, the overall system load and power consumption may be
reduced.

The application processor 204, modem processor 210, and
Hoot loader have specific measures in place to ensure that
there is always at least one comfple'te file system image avail-
able in the non-volatile memory 206 at all times. This pro-
vides immunity to power-loss or sturprise-reset scenatios.

Application of the concepts disclosed herein are not lim-
ited, to the exemplary system shown above but may likewise
be employed with various other multi-processor systems.
Zero Copy Transport flow

Aspects of the present disclostire provide techniques- for
efficiently loading the executable sofiware images from the
primary processor’s non-volatile memory to the secondary
processor’s volatile memory. As mentioned above, traditional
loading processes require an interthedisite step where the
binary multi-segmented image is buffered (e.g., transferred
into the system memory) and then later scattered into target
locations (e.g., by a boot loader): Aspects of the present
disclosure provide techniques that alleviate the intermediate
step of buffering required in traditional loading processes.
Thus, aspects of the present disclosure avoid extra meriory
copy operations, thereby improving performance (e.g.,
reducing the time required to boot secondary processors in a
multi-processor system).

As discussed further: below, one exemplary aspect of the
present disclosure employs a direct scatter load technique for
loading the executable software images from the primary
processor’s non-volatile memory to the secondary proces-
sor’s volatile memory. Certain aspects of the present disclo-
sure also enable concurrent image transfers with post-transfer
data processing, such as authentication, which may further
improve efficiency, as discussed firther below.

In one aspect, the host primary processor does not process
or extract any information from the actual image data it sim-
ply sends the image data as “raw” data to the target, without
any packet header attached to the packet. Because the target
secondary processor initiates the data transfer request, it
knows exactly how much data to recejve. This enables the
host to send data without a packet header, and the target to
directly receive and store the data. In that aspect, the target
requests data from the host as needed. The first data item it
requests is the image header for a given image transfer. Once
the target has processed the image header; it knows the loca-
tion and size of each data segment in the image. The image
header also specifies the destination address of the image in

_target memiory. With this information, the target can request

data from the host for each segment, and directly transfer the
data to the appropriate location in target memory. The hard-
ware controller for the inter-chip communication bus on the
application processor may add its own low-level protocol
headers, which would be processed and stripped by the
modem processor. These low-level headers may be trarspar-
ent to the software running on both processors.

In one aspect of the present disclosure, the loading process
is divided into two stages, as illustrated in the exemplary flow
shown in FIG. 3. FIG. 3 shows a block diagram of a primary
processor:301 (which may be the application processors 104
or 204 of FIG. 1 or 2 with their non-volatile memory 106 or
206) and a secondary processor 302 (which may be the
modem processor 110 or 210 of FIG. 1 or 2 with their volatile
memory 112 0r212). In FIG. 3, an exemplary software image
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for secondary processor 302 is stored to non-volatile memory
of the primary processor 301. As shown in this example, the
exemplary software image 303 is a multi-segment image that
includes an image header portion and multiple data segments
(shown as data segments 1-5 in this example). The primary
processor 301 and secondary processor 302 may be located
on different physical silicon chips (i.e. on a different chip
package) or may be located on the same package.

In the first stage of the exemplary loading process of FIG.
3, the image header information is transferred to the second--
ary processor 302. The primary processor 301 retrieves the
data image segments, beginning with the image header, from
non-volatile memory of the primary processor 306. The pri-
mary processor 301 parses the image header to load indi-
vidual image segments from non-volatile memory of the pri-
mary processor 306 to system memory of the primary
processor 307. The image header includes information used
to identify where the modem image executable data is to be
eventually placed into the system memory of the secondary
processor 305. The header information is used by the second-
ary processor 302 to progiam the scatter loader/direct
memory access controller 304 receive address when receiv-
ing the actual executable data. Data segments are then sent
from system memory 307 to the primary hardware transport
mechanism 308. The segments are then sent from the hard-
ware transport mechariism 308 of the primary processor 301

to a hardware transport mechanism 309 of the secondary -

processor 302 over an inter<hip communication bus 310
(e.g., aHS-USB cable.) The first segment transferred may be
the image header, which contains information tised by the
secofidary processar to locate the data segments into target
locations in the system memory of the secondary processor
305; The image header may include information used to
determine the target location information for the data.

In one aspect, the-target locations are not predetertnined,
but rather are determined by sofiware executing in the sec-
ondary processor as part of the scatter loading process. Infor-
mation from the image header may be used to determine the
target locations. In this aspect the secondary processor’s boot
loader first reqiiests the image header from the primary pro-
cessor (the primary processor CPU does not process the
image header at all). The secondary processor knows how the
data segments are laid out in the non-volatile memory by
looking at the imagg header (besides the RAM address/size,
the header also ificludes the relative locations in non-volatile
memory with respect to the start of the image file for each
segment). Subsequent requests for the data segments are
driven by the secondary processor.

In another aspect the primary processor may indicate
where to put the segments in the secondary processor’s vola-
tile memory by parsing the image header and then program-
ming the secondary processor’s controller to place the fol-
lowing data segments in the specified address dictated in the
image header. This may involve extra hardware to allow this
external control of the secondary processor’s controller.

The image header generally includes a list of segment start

" addresses and sizes defining where each of the segments

60

should be loaded in the secondary processor’s system
memory 305. Secondary processor 302 includes-a hardware
transport mechanism 309 (e.g., a USB controller) that
includes a scatter loader controller 304. In the second stage of
the loading process, the boot loader programs the inter-chip
connection controller’s engine to receive incoming data and
scatter load it into the secondary processor’s corresponding
target memory regions 305 according to the header informa-
tion received in the first stage.
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In case.of USB or HSIC bus, each segment of the image
may be transferred as a single USB transfer on the inter-chip
communication bas 310. Knowing the size of the segment and

.the destination address allows the software to program the

scatter loader controller 304 of the secondary processor 302
for the transfer of the entire segment directly into the target
memory location (Within system memory 305) with mini-
mum software intervention by the secondary processor 302.
This may result in an increased performance on the USB/
HSIC bus when the segments are significantly large (e.g.,
over 1 megabyte (MB)).

As shown in FIG. 3, the image segments are not necessarily
placed into consecutive locations within the secondary pro-
cessor’s system memory 305. Instead, the segments may be
spread out in different locations of the memory. The exem-
plary loading process of FIG. 3 enables a copy of the second-
ary processor’s software (i.e., the image 303) to be sent from
the primary processor 301 directly to the final destination of
segment on the secondary processor’s system memory 305.

‘The image header is loaded from the primary processor
301 to scatter loader controller 304 of secondary processor
302. That image header provides information as to where the
data segments. are to be located in the system memory 305.
The scatter loader controller 304 accordingly transfers the
image segments directly into their respective target locations
in the secondary processor’s system memory 305. That is,
once the secondary processor’s CPU processes the image
header in its memory 305 and programs the scatter loader
¢ontroller 304, the scatter loader controller 304 knows
exactly where the image segments need to go within the
secondary processor’s system memory 305, and thus the
hardware scatter loader controller 304 is then programmed
accordingly to transfer the data segments directly into their
target destinations. In the example of FIG. 3, the scatter loader
controller 304 receives the image segments and scatters them
to different locations in the system memory 305. In one
aspect, the executable software image is loaded into the sys-
tem memory of the secondary processor without an entire
executable software image being stored in the hardware
buffer of the secondary processor.

Accordingly, no extra memory copy operations occur in
the secondary processor in the above aspect. Thus, conven-
tional techniques employing a temporary buffer for the entire
image, and the packet header handling, etc., are bypassed in
favor of a more efficient direct loading process. Thus, the
exemplary load process of FIG. 3 does not require the inter-
mediate buffer operations traditionally required for loading a
software image from a primary processor to a secondary
processor. Instead of scatter loading from a temporary buffer
holding the entire image, the exemplary load process of FIG.
3 allows for direct scatter load the image segments to their
respective target destiniations directly from the hardware to
the system memory. Once the image header is processed, the
executable image is directly scatter loaded into target
memory; bypassing farther CPU involvement:

Conventionally, when an external interface is imvolved
(e.g., as is used in comminicating image data from a primary
processor to a secondary processor), some mechanism is
required to transport that data so that both processors know
what the actual data is and how to read the data. Often, the
data to be transferred over an external interface is packetized
with each packet including a header describing the data con-
tained within the packet. For instance, in a transmission con-
trol protocoV/internet protocol (TCP/IP) system where data is
beéing transferred over a network, overhead associated with
processing of packet headers arises.

10

In accordance with certain aspects of the present invention
(e.g., as in the example of FIG. 3), the raw image data is
transported. For instance, rather than transporting each seg-
ment of image data with a packet header, the exemplary load
process of FIG. 3 determines the needed information about
the data from the header associated with the entire image.
Thuis, the image header may be initially transferred, and all
the processing for determining how to store the data to system
memory 305 can occur before the transfer of the segmients
(based on the image header), and then the segments are trans-
ferred as raw data, rather than requiring processing of a

. packet-header for each segment as the segments are trans-
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ferred. Thus, in the example of FIG: 3, the raw image data is
being communicated from the primary processor to the sec-
ondary processor, and then handled by the hardware, which
may strip off any USB packet headers, etc. In this exemplary
aspect, there is no CPU processing done on the actnal data
segmients, thereby improving efficiency of the load process.

When multiple. images have to be loaded into the volatile
memory of the same secondary processor, the above seqiierice
of FIG. 3 may be repeated as many times as the number of
images being transferred, in accordance with one aspect of
the present disclostire. In certain aspects; within the primary
processor 301, transfer from non-volatile memory to system
memory may bappen in parallel with sending data from the
primary to secongdary processor.

In one aspect, upon completion of each segment’s transfer,
the secondaty processor 302 programs the scatter loader con-
troller 304 to transfer the next segmerit and starts authentica-
tion of the segment that was just transferred. This enables the
scatter loader controller 304 to transfer data while the sec-
ondary processor 302 performs the authentication. Authenti-
cation here refers generally to checking the integrity and
authenticity of the received data. The details of the aithenti-

- cationmechanism are outside the scope of this disclosure, and

any suitable authentication mechanism (including those well-
known in the art) may be employed as may be desired in a
given'implemmentation. The above-mentioned parallelism can
also apply to other post-transfer processing that may be
desired to performed by the secondary processor 302 in a

As soon as the last segment of the last image is transferred
and authenticated, the secondary processor 302 may continue
with the boot process and execute transferred images.

In one aspect, the modem (secandary) processor 110
eXecutes a boot loader from an embedded boot read-only
memory (ROM). In such an aspect, executing the boot ROM
from the hardware eliminates the need for flash memory or
devices on the modem side. The ROM code may be executed
by the silicon itself.

FIG. 4 is:a flowchart illustrating a scatter loading method
according to oneaspect of the present disclosure. As shownin
block 402, a secondary processor receives, from a primary
procéssor via ar inter-chip communication bus, an image
header for an executable software image for the secondary
processor that is stored in memory coupled to the primary
processor, the executable software image comprising the
image header and at least one data segment. As shown in
block 404, the secondary processor processes the image
header to determine at least one location within system
memory to which the secondary processor is coupled to store
the at least one data segiment. As shown in block 406, the
secondary processor receives, from the primary processor via
the inter-chip communication bus, the :at least one data seg-
ment. As shown in block 408, the secondary processor loads
the atleast one data segment directly to the determined at least
oné location within the system memory.
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In one aspect an apparatus includes means for receiving:an
execitable image, means: for processing an image header,
means for receiving a data segment, and means for loading a
data segment. These means may include a primary processor
301, secondary processor 302, inter-bus communication bus
310, memory 305 or 307, non-volatile mefnory 306, coritrol-
ler 304, or hardware trafisport mechianisms 308 or 309. In
another aspect, the aforementioned means may be a module
or any apparatus configiired to perform the functions recited
by the aforementioned means.

In view of the above, a secondary processor’s software
image may be loaded from a primary processor via intercon-
nection bonds, like HS-USB or high speed interconnect,
instead of loading the software image directly from non-
volatile memory connected to the secondary processor. The
secondary processor may not be directly connected to non-
volatile memory. Thus, aspects of the present disclosure may
reduce the time it takes to boot secondary processors in a
multi-processor system where secondary processor images

-are transferred from the primary processor: This reduction is

achieved by avoiding extra memory copy operations and
enabling concurrent image transfers with background data
processing, such as authefitication.

FIG. 5 is a block diagram showing an exemiplary wireless
communication system 500 in which an embodiment of the
disclosure may be advantageously employed. For purposes of
illustration, FIG. 5 shows three remote units 520, 530, and
550 and two base stations 540. It will be recognized that
wireless communication systems may have many more
remote units and base stations. Remote units 520, 530, and
550 include IC devices 525A, 525C and 525B, that include
the disclosed MRAM. It will be recognized that other devices
may also include the disclosed MRAM, such as the base
stations, switching devices, and network equipment. FIG. 5
shows forward link signals 580 from the base station 540 to
the remote units 520, 530, and 550 and reverse link signals
590 from the remote units.520, 530, and 550 to base stations
540.

In FIG. 5, remote unit 520 is shown as a mobile telephone,
remmote unit 530 is shown as a portable computer, and remote
unit 550 is shown as a fixed location remote unit in a wireless
local loop system. For example, the remote units may be
mobile phones, hand-held personial communication systems
(PCS) units, portable data units such as personal data assis-
tants, GPS enabled devices, navigation devices, set top boxes,

-music players, video players, entertainment units, fixed loca-

tion data units:such as meter reading equipment, or any other
device that stores or retrieves data or computer instructions,
or any combination thereof. Although FIG. 5 illustrates
remote units according to the teachings of the disclosure, the
disclosure is not limited to these exeniplary illustrated units.
Embodiments of the disclosure may be suitably employed in
any device which includes MRAM.

For a firmware and/or software implementation, the meth-
odologies may be implemented with modules (e.g., proce-
dures, finctions, and so on) that perform the functions
described herein. Any machine-readable medium tangibly
embodying instructions may be used in implementing the
methodologies described herein. For example, software
codes may be stored in a memory and executed by a processor
unit. Memory may be implemented within the processor unit
or external to the processor unit. As used herein the term
“memory” refers to any type of long term, short term, volatile,
nonvolatile, or other memory and is not to be limited to any
particular type of memory or number of memories, or type of
media upon which memory is stored.
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If implemented in firmware and/or software, the functions
may be stored as one or more instructions or code on a
computer-readable medium. Examples include computer-
readable media encoded with a data structure and computer-
readable media encoded with a computer program. Com-
puter-readable ihedia includes physical compirter storage
media. A storage rhediiim may be any available medium that
c4n be accessed by a compiter. By way of example, and not
limitation, such computer-readable media can include RAM,
ROM, EEPROM, CD-ROM or other optical disk storage,
magpetic disk storage or other magnetic storage devices, or
any other medium that can be used to store desired program
code in the form of instructions or data structures and that can
be accessed by a computer; disk and disc, as used herein,
includes compact disc (CD), laser disc, optical disc, digital
versatile disc (DVD), floppy disk and blu-ray disc where
disks usually reproduce data magnetically; while discs repro-
duce data optically with lasers. Combinations of the above
should also be included within the scope of computer-read-
able media.

In addition to storage on computer readable medium,
instructions and/or data may be provided as signals on trans-
mission media included in a communication apparatus. For
example, a communication apparatus may include a trans-
ceiver having signals indicative of instructions and data. The
instructions and data are configured to cause one or more
processors to implement the functions outlined in the claims.

Although specific circuitry has been set forth, it will be
appreciated by those skilled in the art that not all of the
disclosed circuitry is required to practice the disclosure.
Moreover, certain well known circuits have not been
described, to maintain focus on the disclosure.

Although the present disclosure and its advantages have
been described in detail, it should be understood that various
changes, substitutions and alterations can be made herein
without departing from the technology of the disclosure as
defined by the appended claims. For example, relational
terms, such as “above” and “below” are used with respect to
a substrate or electronic device. Of course, if the substrate or
electronic device is inverted, above becomes below, and vice
versa. Additionally, if orjented sideways, above and below
may refer to sides of a substrate or electronic device. More-
over, the scope of the preserit application is not intended to be
limited to the particular embodiments of the process,
machine, manufacture, composition of matter, means, meth-
ods and steps described in the specification. As:one of ordi-
nary skill inthe art will readily appreciate from the disclosure,
processes, machines, hanufacture, compositions of matter,
means, methods, or steps, presently existing or later to be
developed that perform substantially the same function or
achieve substantially the sanie résult as the corresponding
embodiments described herein may be utilized, according to
the present disclosure. Accordingly, the appended claims are
intended to include within their scope such processes,
machines, manufacture, compositions of matter, means,
methods, or steps.

What is claimed is:
1. A multi-processor.system comprising:
a secondary processor comprising:
system memory and a hardware buffer for receiving an
image header and at least one data segment of an
executable software image, the image header and
each data segment being received separately, and
a scatter loader controller configured:
to load the image header; and
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to scatter load each received data segment based at
least in part on the loaded image header, directly
from the hardware buffer to the system memory;
a primary processor coupled with a memory, the
memory storing the executable software image for the
secondary processor; and
an interface communicatively coupling the primary pro-
cessor and the secondary processor, the executable
software image being received by thesecondary pro-
cessor via the interface.

2. The multi-processor system of claim 1 in which the
scatter loader controller is configured to load the executable
software image directly from the hardware buffer to the sys-
tem memory of the secondary processor without copying data
between system memory locations on the secondary proces-
sor.

3. The multi-processor system of claith 1 in which raw
image data of the executable software image is received by
the:secondary processor via the interface.

4. The multi-processor system of claim 1 in which the
secondary procéssor is configured to process the image
header to determine at least one location within the system
memory to store the at least one data segment.

5. The multi-processor system of claim 4 in which the
secondary processor is configured to determine; based on the
received image header, the at least one location within the
system memory to store the at least.one data segihent before
receiving the at least one data segment.

6. The multi-processor system of claim 1, in which the
secondary processor further comprises a non-volatile
memory storing: a boot loader that initiates transfer of the
executable software image for the secondary processor.

7. The multi-processor system of claim 1 in which the
primary and secondary processors are located on different
chips.

8. The multi-processor system of claim 1 in which the
portion of the executable software image is loaded into the
system memory of the secondary processor without an entire
executable software image being stored in the hardware
buffer.

9. The multi-processor system of claimn 1 integrated into at.

least.one of a mobile phone, a set top box, a msic pldyer, a
video player, an entertainment unit, a navigation device, a
computer, a hand-held personal communication systems
(PCS) unit, a portable data unit, and a fixed location data unit.
10. A method comprising:
receiving at a secondary processor, from a primary proces-
sor via an inter-chip communication bus, an image
header for an executable software image for the second-
ary processor that is stored in memory coupled to the
primary processor, the executable:software image com-
prising the image header and at least one data segment,
the image header and each data segment being received
separately;
processing, by the secondary processor, the image header
to determine at least one location within system memory
to which the secondary processor is coupled to store
each data segment;
receiving at the secondary processor, from the primary
processor via the inter-chip communication bus, each
data segment; and
scatter loading, by the secondary processor, each data seg-
ment reedy to the determined 2t least one location within
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11. The method of claim 10 further comprising booting the
secondary processor using the executable software image.

12. The method of claim 10 fiirthet costiprising loading the
executable software image directly from a hardware buffer to
the system memory of the secondary processor without copy-
ing data between system memory locations.

13. The meéthod of clairn 10 in which the processing occurs
prior to the loading.

14. The method of claim 10 in which the primary and
secondary processors are located on different chips.

15. The method of claim 10 further comprising performing
the receiving, processing, and loading, in at least one:of a
mobile phone, a set top box, a music playet, a video player, an
entertainment unit, a navigation device, a computer, a hand-
held personal communication systems (PCS) unit, a portable
data unit, and a fixed location data unit.

16. An apparatus comprising:

means for recewmg at a secondary processor, from a pri-

mary processor via an inter-chip communication bus, an
image header for-an executable software image for the
secondary processor that is stored in memory coupled to
the primary processor, the executable software image
comprising the image header and at least one data seg-
ment, the image header and each data segment being
received separately;

means for processing; by the secondary processor, the

image header to determine at least one location within
system memory to which the secondary processor is
coupled to store.each data segment;
means for receiving at the secondary processor, from the
primary processor via the inter-chip communication
bus, each data segment; and )

meais for'scatter loading, by the secondary processor, each
data segment directly to the determined at least one
location within the system memory, and each data seg-
ment being scatter loaded based at least in part on the
processed image header.

17. The apparatus of clairh 16 mtegxated into at least one of
a mobile phone, a set top box, a music player, a video player,
an entertainment unit, a navigation device; a computer, a
hand-held personal communication systems (PCS) unit, a
portable data unit, and a fixed location data unit.

18. A multi-processor system comiprising:.

a primary processor coupled with a first non-volatile
memory, the first non-volatile memory coupled to the
primary processor and storing a file systerm for the pri-
mary processor and executable images for the primary
processor and secondary processor;

a secondary processor coupled with a second non-volatile
memory, the second non-volatile memory coipled to the
secondary processor. and storing configuration param-
eters and file system for the secondary processor; and
an interface communicatively coupling the primary pro-

cessor and the secondary processor, an execitable
software image being received by the secondary pro-
cessor via the interface, the executable software
image comprising an image header and at least one
data segment, the image header and each data seg-
ment being received separately, and the image header
being used to scatter load each received data segmient
directly to a system metnory of the secondary proces-
Sor.

19. The multi-processor system of claim 18 integxated into

at least one of a mobile phone, a set top box, a music player,

. the system memory, and each data segment being scatter 65 a video player, an entertainment unit, a navigation device, a

loaded based at least in part on the processed image
header.

computer, a hand-held personal communication systems
(PCS) unit, a portable data unit, and a fixed location data unit.
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20. A multi-processor system comprising:

a primary processor coupled with a first non-volatile
memory, the first non-volatile memory coupled to the
primary processor and storing executable images and
file systems for the primary and secondary processors;

a secondary processor not directly coupled to the first non-
volatile memory; and
an interface communicatively couphng the primary pro-

cessor and the secondary processor, an executable
software image being is received by the secondary
processor via the interface, the executable software
image comprising an image header and at least one
data segment, the image header and éach data seg-
ment being received separately, and the image header
being used to scatter load each received data segment

directly to a system memory of the secondary proces-

sor.

21. The multi-processor system of claim 20 ifitegrated into
at Jeast one of a mobile phone, a set top box, a music player,
a video player, an entertainment unit, a navigation device, a
computer, a hand-held personal communication systems
(PCS) unit, a portable data unit, and a fixed location data unit.

16

22. A method comprising:
sending, from a memory coupled to a primary processor, an
exXecutable sofiware image for a secondary processor,
via an interface communicatively coupling the primary
processor and secondary processor, the executable soft-
ware image comprising an iniage header and 4t least one
data segment;
receiving, at the secondary processor, the image header and
1mage header and each data segment being received
separately, and the image header being used to scatter
load each received data segment directly to a system
memory of the secondary procéssor; and
executmg, at the secondary processor; the executable soft-
ware image
23.The method of claim 22 further compnsmg performing
the sending, receiving, and executing, in at least one of a
mobile phone, a set top box, amusic player, a video player, an
entertainment unit, a navigation device, a computer; a hand-

20 held personal communication systems (PCS) unit, a portable

data unit, and a fixed location data unit.

* & ® * & _.
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POWER SAVING TECHNIQUES IN
COMPUTING DEVICES

PRIORITY CLAIMS

The present application claims priority to U.S. Provisional
Patent Application Ser. No. 61/916,498 filed on Dec. 16,
2013 and entitled “POWER SAVING TECHNIQUES IN
COMPUTING DEVICES,” which is incorporated herein by
reference in its entirety.

The present application also claims priority to U.S. Pro-
visional Patent Application Ser. No. 62/019,073 filed on Jun.
30,2014 and entitled “POWER SAVING TECHNIQUES IN
COMPUTING DEVICES,” which is incorporated herein by
reference in its entirety.

BACKGROUND

1. Field of the Disclosure

The technology of the disclosure relates generally to
power saving techniques in computing devices.

1I. Background

Computing devices are common within modem society.
Ranging from small, mobile computing devices, such as a
smart phone or tablet, to large server famns with numerous
blades and memory banks, these devices are expected to
commumicate across myriad networks while providing vari-
ous other base functions. While desktop devices and servers
are generally immune to corcerns about power consump-
tion, miobile devices corstantly striiggle to find a proper
balance between available functions and battery life. That is,
as more functions are provided, power consumption
increases, and battery life is shortened. Servers may likewise
have power consumption concerns when assembled in large
server farmis.

Concurrent with power consumption concerns, improve-
ments in network communications have increased data rates.
For example, copper wires have been replaced with higher
bandwidth fiber optic cables, and cellular networks have
evolved from early Advanced Mobile Phone System
(AMPS) and Global System for Mobile Communications
(GSM) protocols to 4G and Long Term Evolution (LTE)
protocols capable of supporting much higher data rates. As
the data rates have increased, the need to be able to process
these increased data rates within computing devices has also
increased. Thus, earlier mobile computing devices may have
had intemnal buses formed according to a High Speed
Inter-Chip (HSIC) standard, universal serial bus (UsSB)
standard (and particularly USB 2.0), or universal asynchro-
nous receiver/transmitter (UART) standard. However, these
buses do not support current data rates.

In response to the need for faster internal buses, the
peripheral component interconnect express (PCle) standard,
as well as, later generations of USB (e.g., USB 3.0 and
subsequent versions) have been adopted for some mobile
compiiting devices. However, while PCle and USB 3.0 can
handle the high data rates currently being used, usage of
such buses results in excessive power copsumption and
negatively impacts battery life by shortening the time
between recharging events.

SUMMARY OF THE DISCLOSURE
Aspects disclosed in the detailed description irciude
power saving techniques in computing devices. In particular,
as data is received by a modem processor in a computing
device, the data is held until the expiration of a modem
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timer. The data is then passed to an application processor in
the computing device over a peripheral component inter-
connect express (PCle) interconnectivity bus. On receipt of
the data from the modem processor, the application proces-
sor sends data held by the application processor to the
modem processor over the PCle interconnectivity bus. The
application processor also has an uplink timer. If no data is
received from the moderi processor before expiration of the
uplink timer, the application processor sends any collected
data to the modem processor at expiration of the uplink
timer. However, if data is received from the modem proces-
sor, the uplink timer is reset. By holding or accumulating the
data at a source processor in this fashion, unnecessary
transitions between low power states and active states on the
PCle bus are reduced and power is conserved.

In an alternate aspect, instead of initiating data transfer
based on the expiration of the downlink timer (with or
without expiration of the tuplink timer), accumulated data
transfer may be initiated based on expiration of just an
uplink accumulation timer. The uplink accumulation timer
may be within a host or a device associated with the
interconnectivity bus.

In another alternate aspect, initiation of the data transfer
may be based on reaching a predefined threshold for a byte
accumulation limit counter. The byte accumulation limit
counter is not mutually exclusive relative to the other
counters and may operate as an override mechanism for one
of the other accumulation timers. Use of such an override
may be useful in situations where a sudden burst of data
amrives that would exceed buffer space and/or bus band-
width. Likewise, instead of a byte counter, a packet size
countér or a “total number of packets” counter may be used
to cover situations where numerous packets or a particularly
large packet is delivered by the network.

In further aspects of the present disclosure, the timers may
be overridden by other factors or parameters. Such an
override is alluded to above with the byte accumilation limit
counters and the total number of packets counter, which
causes data transfers independently of the timers. Other
parameters may also override the timers, such as the pres-
ence of low latency traffic (e.g., control messages), synchro-
nizing the uplink and downlink data transfers, or low latency
quality of service requirements. When such traffic is present,
an interrupt or other command may be used to initiate data
transfers before expiration of a timer. Still other factors may
override the timers, such as an indication that a device or
host is ot in an aatoniatic polling mode.

In this regard in one aspect, a mobile terminal is disclosed.
The mobile terminal comprises a modem timer: The mobile
terminal also comprises a modem processor. The modem
processor is configiired to hold moderh processor to @ppli-
cation processor data until expiration of the modem timer.
The mobile terminal also comprises an application proces-
sor. The mobile terminal also comiprises an interconnectivity
bus communicatively coupling the application processor to
the modem processor: The application processor is config-
ured to hold application processor to modem processor data
until receipt of the modem processor to application proces-
sor data from the modem processor through the intercon-
nectivity bus after which the application processor to
modem processor data is sent to the modem processor
through the interconnectivity bus.

In another aspect, a method of controlling power con-"

sumpuon in a computing device is disclosed.. The method
comprises holding data received by a modem processor from
a remote network until expi.ratio'n of a downlink timer. The
method also comprises passing the data received b
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modem processor to an application processor over an inter-
connectivity bus: The method also comprises holding appli-
cation data generated by an application associated with the
application processor for until receipt of the data from the
modem processor or expu-anon of an uplink timer, which-
ever occurs first.

In another aspect, a mobxle termainal is disclosed. The
miobile terminal compnses a modem processor. The mobile
terminal also comprises an application timer. The mobile
terminal also comprises an application processor. The appli-
cation processor is configured to hold application processor
to modem procéssor data until expiration of the application
timer. The mobile terminal also comprises an interconnec-
tivity bus communicatively coupling the application proces-
sor to the modem processor. The modem processor is
configured to hold modem processor to application proces-
sor data unti] receipt of the application processor to modem
processor data from the application processor through the
interconnectivity bus after which the modem processor to
application processor data is sent to the application proces-
sor through the interconnectivity bus.

In another aspect, a mobile terminal is disclosed. The
mobile terminal comprises a modem byte accumulation limit
counter. The mobile terminal also comprises a modem
processor. The modem processor is configired to hold
modem processor to application processor data until a
predefined threshold of bytes has been reached by the
modem byte accumulation limit counter. The mobile termi-
nal also comprises an application processor. The mobile
terminal also comprises an interconnectivity bus communi-
catively coupling the application processor to the modem
'appllcatlon processor to modemvprocessor data untit receipt
of the- modem processor to application processor data from
the modem processor through the interconnectivity bus after
which the application processor to modem processor data is
sent to the modem processor through the interconnectivity
bus.

With regards to another aspect, a mobile terminal is
disclosed. The mobile terminal comprises a modem packet
counter. The mobile terminal also comprises a modem
processor. The modem processor is configured to hold
modem processor to application processor data umtil a
predefined threshold of packets has been reached by the
modem packet counter: The mobile terminal also comprises
an application processor: The mobile terminal also com-
prises an interconnectivity bus communicatively coupling
the application processor to the modem processor. The
application processor is configured to hold application pro-
cessor to modem processor data until receipt of the modem
processor to application processor data from the modem
processor through the interconnectivity bus after which the
application processor to modem processor data is sent to the
modem processor through the mtemon.nectmty bus.

In another aspect, a mobile terminal is disclosed. The
mobile terminal compnses a modem processor. The mobile
terminal also comprises an apphczuon byte counter. The
mobile terminal also compnm an application processor.
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interconnectivity bus after which the modem processor to
application processor data is sent to the application proces-
sor through the interconnectivity bus.

In another aspect, a mobile terminal is disclosed. The
mobile tefininal comprises a modem processor and an
application packet counter. The mobile terminal also com-
prises an application processor. The application processor is
configured to hold application processor to modem proces-
sor data until a predefined. threshold of packets has been
reached by the application packet counter. The mobile
terminal comprises an interconnectivity bus communica-
tively coupling the application processor to the modem
processor. The modem processor is configured to hold the
modem processor to application processor data until receipt
of the application processor to modem processor data from
the application processor through the interconnectivity bus
after which the modem processor to application processor
data is sent to the application processor through the initer-
connectivity bus.

With regards to another aspect, a method is disclosed. The
method comprises starting an application timer at an appli-
cation processor. The method also comprises accumulating
data at the application processor until expiration of the
application timer. The method comprises sending the accu-
mulated data from the application processor to a modem

~ processor across an interconnectivity bus. The method fur-
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The application processor is configured to hold applicatior

processor to modem processor data until a predefined thresh-
old of bytes has been reached by the application byte
counter: The mobile terminal also comprises an intercon-
nectivity bus communicativély coupling the application pro-
cessor to the modem processor. The modem processor is
configiired to hold modem processor to application proces-
sar data until receipt of the:application processor to modem
processor data from the application processor through the

60
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ther coniprises holding modem processor data at the modem
processor until receipt of the accumulated data from the
application processor.

In another aspect, a mobile terminal is disclosed. The
mobile terminal comprises a modem timer. The mobile
terminal also ¢omprises a modem processor. The modem
processor is configured to hold modem processor to appli-
The mobile terminal also compnses an appllcat;on p_;joces-
sor. The mobile terminal also comprises an interconnectivity
bus commuricatively coupling the application processof to
the modem processor. The application processor is config-
ured to hold application processor to modem processor data
until the modem processor pulls data’ from the application
processor after transmission of the rhodem processor to
application processor data.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1A is a simplified view of a mobile computing
device operating with remote networks;

FIG. 1B is a simplified view of a mobile terminal oper-
ating with remote networks;

FIG. 1C is-an expanded block diagram view of the mobile
terminal of FIG. 1B with an interconnectivity bus illustrated;

FIG. 2 is a block diagram of the mobile terminal of FIG.
1B; ’

FIG. 3 is an exemplary time versus link power graph in a
conventional computing device; i

FIG. 4 is a flowchart of an exemplary process for achiev--

ing power savings in the mobile terminal of FIG. 1B;
FIG. 5 is an exemplary time versus link power graph in a
mobile coniputing device tising the process of FIG. 4;
FIG. 6 is a flowchart of another exemplary process for
achieving power savings in the mobile computing device;
FIG. 7 is an exemplary time versus link power graph in
the mobile computing device using the process of FIG. 6;
FIG. 8 is a flowchart of an exemplary process that uses a
byte counter to control data accumulation;
FIG. 9 is a flowchart of an exemplary process that uses a
packet counter to control data accumulation;
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FIG. 10 is a flowchart of a consolidated accumulation
process with overrides illustrated from a downlink priority
perspective;

FIG. 11 is a continuation of the flowchart of FIG. 10; and

FIG. 12 is a simplified flowchart of a consolidated accu-
mulation process with overrides illustrated from an uplink
priority perspective.

DETAILED DESCRIPTION

With reference now to the drawing figures, several exem-
plary aspects of the present disclosure are d&scn"bed. The
word “exemplary” is used herein to mean “serving as an
example, instarice, or illustration.” Any aspect described
herein as “exemplary” is not necessarily to be construed as
preferred or advantageous over other aspects,

Aspects disclosed in the detailed description include
power saving techniques in computing devices. In particular,
as data is received by a modem processor in a computing
device, the data is held until the expiration of a modem
timer. The data is then passed to an application processor in
the computing device over a peripheral component inter-
conniect express (PCle) interconnectivity bus. On receipt of
the data from the modem processor, the application proces-
sor sends data held by the application processor to the
modem processor over the PCle interconnectivity bus. The
application processor also has an uplink timer. If no data is
received from the modem processor before expiration of the
uplink timer, the application processor sends any collected
data to the modem processor at expiration of the uplink
timer. However, if data is received from the modem proces-
sor, the uplink timer is reset. By holding or accumulating the
data at a source processor in this fashion, unnecessary
transitions between low power states and active states on the
PCle bus are reduced and power is conserved.

In an alternate aspect, instead of initiating data transfer
based on the expiration of the downlink timer (with or
without expiration of the uplink timer), accumulated data
transfer may be initiated based on expiration of just an
uplink accumulation timer. The uplink accumulation timer
may be within a host or a device associated with the
interconnectivity bus.

In another alternate aspect, initiation of the data transfer
may be based on reaching a predefined threshold for a byte
accumulation limit counter. The byte accumulation limit
counter is not mutually exclusive relative to the other
¢ounters and may operate as an override mechanism for one
of the other accumulation timers. Use of such an override
may be useful in situations where a sudden burst of data
arrives that would exceed buffer space and/or bus band-
width. Likewise, instead of a byte couriter, a packet size
counter or a “total number of packets™ counter may be used
to cover situations where numerous packets or a particularly
a large packet is delivered by the hetwork.

In further aspects of the present disclosure, the timers may
be overridden by other factors or parameters. Such an
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override is alluded to above with the byte accumulation limit .

counters and the total number of packets counter, which
causes data transfers independently of the timers. Other
parameters may also override the timers, such as the pres-
ence of low latency traffic (e.g., control messages), synchro-
nizing the uplink and downlink data transfers, or low latency
quality of service requirements. When such traffic is present,
an interrupt or other command may be used to initiate data
transfers before expiration of a timer. Still other factors inay
override the timers, such as an indication that a device or
host is not in an automatic polling mode.
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While it is contemplated that the power saving techniques
of the present disclosure are uséd in mobile terminals, such
as smart phones or tablets, the present disclosure is not so
limited. Accordingly, FIGS. 1A and 1B illustrate computing
devices coupled to remote networks via modems that may
implement exemplary aspects of the power saving tech-
niques of the present disclosure. In this regard, FIG. 1A
illustrates a computing device 10 coupled to a network 12;
which, in an exemplary aspect, is the internet. The comput-
ing device 10 may inclide a housing 14 with a central
processing unit (CPU) (not illustrated), therein. A user may
interact with the computing device 10 through a user inter-
face formed from input/output elements such as a8 monitor
16 (sometimes referred to as a display), a keyboard 18,
and/of a mouse 20. In some aspects, the monitor 16 may be
incorporated into the housing 14. While a keyboard 18 and
mouse 20 are illustrated input devices, the monitor 16 may
bea touchscreen display, which may supplement or replace
the keyboard 18 and mouse 20 as an input device. Other
input/output devices may also be present as is well under-
stood in conjunction with desktop or laptop style computing
devices. While not illustrated in FIG. 1A, the housing 14
may also include a modem, therein. The modem may be
positioned on a network interface card (NIC), as is well
understood. Likewise, a router and/or an additional modem
may be external to the housing 14. For example, the com-
puting device 10 may couple o the network 12 through a
router and a cable modem, as is well understood. However;
even where such external routers and modems are present,
the computing device 10 is likely to have.an internal modem
to effectuate communication with such external routers and
modems.

In addition to the computing device 10, exemplary aspects
of the present disclosure may also be implemented on a
mobile terminal, which is a form of computing device as that
term is used herein. In this regard, an exemplary aspect of a
mobile terminal 22 is illustrated in FIG. 1B. The mobile
terminal 22 may be a smart phone, such as a SAMSUNG
GALAXY™ or APPLE iPHONE®. Instead of a smart
phone, the mobile terminal 22 may be a cellular telephone,
a tablet, a laptop, or other mobile computing device. The
mobile tefihinal 22 may commiigicate with a remote antenna
24 associated with a base station (BS) 26. The BS 26 may
communicate with the public land mobile network. (PLMN)
28, the public switched telephone network (PSTN, not
shown), or a network 12 (e.g., the internet), similar to the
network 12 in FIG. 1A. It is also possible that the PLMN 28
communicates with the internet (e.g., the network 12) either
directly or through an intervening network (e.g., the PSTN).
It should be appreciated that most contemporary mobile
termiinals 22 allow for various types of communication with
elements of the network 12. For example, streaming audio,
streaming video, and/or web browsing are all common
functions on most contemporary mobile terminals 22. Such
functions are enabled through applications stofed in the
memory of the mobile terminal 22 and using the wireless
transceiver of the mobile terminal 22.

To effectuate functions, such as streaming video, data
arrives from the remote antenna 24 at an antenna 30 of the
mobile terminal 22, as illustrated in FIG. 1C. The data is
initially processed at a mobile device modem (MDM) 32 of
the mobile terminal 22 and passed to an application proces-
sor 34 by an interconnectivity bus 36. In this context, the
application processor 34 may be a host, and the MDM 32
may be a device as those terms are used in the PCle standard.
While exemplary aspects contemplate opemting over a
PCle-compliant interconnectivity bus 36, it is p0551b]e that
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the interconnectivity bus 36 may comply with High Speed
Interconnect (HSIC), Universal Asynchronous Receivet/
Transmitter (UART), universal serial bus (USB), or the like.

A more detailed depiction of the components of the
mobile tertiinal 22 is provided with reference to FIG. 2. In
this regard, a block diagram of some of the elements of the
mobile terminal 22 of FIG. 1B is illustrated. The mobile
terminal 22 may include a receiver path 38, a transmitter
path 40, the antenna 30 (mentioned above with referénce to
FIG. 1C), a switch 42, a modem processor 44, and the
application processor 34 (also introduced above in reference
to FIG. 1C). Optionally, a separate control system (not
shown) may also be present with a CPU as is well under-
stood. The application processor 34 and the modem proces-
sor 44 are connected by the interconnectivity bus 36. The
application processor 34 and/or the contro] system (if pres-
ent) may interoperate with a user interface 46 and memory
48 with software 50 stored therein.

The receiver path 38 receives information banng radio
frequency (RF) signals from one or more remote transmit-
ters provided by -a base station (e.g., the BS 26 of FIG. 1B).
A low noise amplifier (not shown) amplifies the signal. A
filter (not shown) minimizes broadband interference in the
received signal. Down conversion and digitization circuitry
(not shown) down converts the filtered, received signal to an
intermediate or baseband frequency signal. The baseband
frequency signal is then digitized into one or more digital
streams. The receiver path 38 typically uses oné or more

mixing frequencies generated by the frequency synthesizer.

The modem processor 44 may include a base band processor :

(BBP) (not shown) that processes the digitized received
signal to extract the information or data bits conveyed in the
signal. As such, the BBP is typically implemented in one or
more digital signal processors (DSPs) within the modem
processor 44 or as a separate ‘integrated circuit (IC) as
needed or desired.

With continued reference to FIG. 2, on the transmit side,
the modem processor 44 receives digitized data, which may
represent voice, data, or control information, from the appli-
cation processor 34, which it encodes for transmission. The
encoded data is output to the transmiitter path 40, where it is
used by a modulator (not shown) to modulate a carrier signal
at a desired transmit frequency. An RF power amplifier (not
shown) amplifies the modulated carrier signal to a level
appropriate for transmission, and delivers the amplified and
modulated carrier signal to the antefina 30 through the
switch 42. Collectively, the modem processor 44, the
receiver path 38, and the transmitter path 40 form the MDM
32 of FIG. 1C (sometimes also referred to as a wireless
modem). While the MDM 32 is specifically describéd with
relation to the RF signals associated with a cellular signal,
the present disclosure is not so limited. For example, a
wireless modem using other wireless protocols may also
benefit from inclusion of aspects of the present disclosure.
Thus, ‘'modems operatmg according to standards such as
BLUETOOTH®, the varicus IEEE 802.11 standards, Uni-
versal Mobile Telecommunications System (UMTS), High
Speed Packet Access (HSPA), Long Term Evolution (LTE),
and other wireless protocols may all use aspects of the
present disclosure.

With continued reference to FIG. 2, a user may interact
with the mobile terminal 22 via the user interface 46, such
as a microphone, a speaker, a keypad, and a display. Audio
information encoded in the received signal is recovered by
the BBP, and converted into an analog signal suitable for
driving the spegker. The keypad and display enable the user
to interact with the mobile terminal 22. For example, the
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8
keypad and display may enable the user to input numbers to
be dialed, accéss address book information, or the like; as
well as monitor call progress information. The memory 48
may have the software 50 therein as noted above, which may
effectuate exemplary aspects of the present disclosure.

In conventional mobile terminals that have a PCle inter-
connectivity bus (i.e.; the interconnectivity bus:-36), the PCle
standard allows the interconnectivity bus 36 to be placed
into a sleep mode. While placing the interconnectivity bus
36 in a sleep mode generally saves power, such sleep modes
do have a drawback in that they consume relatively large
amounts of power as they transition out of the sleep mode.
This power consumption is exacerbated because of the
asynchronous nature of the PCle interconnectivity bus 36.
That is, first data may arrive at the modem processor44 for
trapsmission to the application processor 34 at a time
different than when the second data is ready to pass from the
application processor 34 to the modem processor 44. This
problem is not unique to the PCle interconnectivity bus 36.

FIG. 3 illustrates a time versus link power graph 52 that
highlights how downlink data 54 may have a different
transmission time than uplink data 56 within a given time
slot 58. In particular, the interconnectivity bus 36 (FIG. 2)
begins in a sleep or low power mode and transitions up to an
active power mode by transition 60 so that the downlink data
54 may be transmitted to the application processor 34.
However, the downlink data 54 may not occupy the entirety
of the time slot 58, and the interconnectivity bus 36 may
return to a low power state. However, subsequently, but still
within the same time slot 58, the uplink data 56 from the
application processor 34 is sent to the modem processor 44.
Accordingly, the interconnectivity bus 36 is again transi-
tioned from the low power state to the active power state. by
a second transition 62. In an exemplary aspect, the time slot
58 is approximately one millisecond long. Thus, if two
transitions (i.e., 60, 62) from low power to active power
occur every time slot 58, then thousands of tranisitions 60, 62
occur every second. Thousands of transitions 60, 62 con-
sume substantial amounts of power and reduce the battery
life of the mobile terminal 22. )

Exemplary aspects of the present disclosire redice the
number of transitions (i.e., 60, 62) from low power to active

power by synchronizing packet transmission from the
modem processor 44 and the application processor 34,
whlchmtumal]owsthehnktobemamtamedmalowpower
mode more efficiently since the communication on the link
is consolidated to eliminate the second power state transi-
tion. In an exemplary aspect, the data (i.e., the modem data)
from the modem processor 44 transmits ﬁrst and the data
(1 e., the application data) from the application processor 34
is sent after arrival of the modem data and before the
interconnectivity bus 36 can return to the low power state.
The synchronization is done through the usée of timers 4t the
modem processor 44 and the application processor 34. The
timers may be longer than a time slot 58 of the intercon-
nectivity bus 36. ) ‘

In a first exemplary aspect, the timer on the application
processor 34 is longer than the timer on the modem proces-
sor 44. The accumulation may be done on :a per logical
channel basis. The timer may be configurable by the appli-
catibn processor 34 using a mechanism s'ﬁimble to the

using a modem host mterface (MHI) over PCle, the timer is
maintained for every inbound MHI channel and the time
value used by the timers shall be configured via a MHI
command message or a PCle memory mapped input/output
(MMIO) device configuration register exposed via a base
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address register (BAR). The BAR is a PCle standard defined
mechanism by which a host maps the registers of a device
into its virtual address map. For more information about
MHI, the interested reader is refefred to U.S. patent apph-
cation Ser. No. 14/163,846, filed Jan. 24, 2013, which is
herein incorporated by reference in its entirety. In other
exemplary aspects, the timer on the modem processor 44 is
longer than the tither on the application processor 34. In still
other exemplary aspects, counters may be used in place of
timers. The counters may be bit counters, packet counters,
packet size counters, or the like. In other exemplary aspects,
use of such alternate counters may be combined with the
timers. In still other exemplary aspects, other override
¢fiteria may allow for data to be sent before timer or counter
expiration so as to reduce latency and/or satisfy the quality
of service requirements. The present disclosure steps
through each of these aspects in turn, beginning with the
situation where there are two timers, and the application
processor 34 has a timer that is longer than the timer of the
modem processor 44.

In this regard, FIG. 4 illustrates an exemplary power
savmg process 70. The process 70 begins with the intercon-
aectivity bus 36 in a lowspower state (block 72). The modem
timer and the application timer are started (block 74). The
timers may be software stores in the modem processor 44
and the application processor 34 or may be physical ele-
ments, as desifed. Data is generated by the application
processor 34 and data is received from the network 12 by the
modem processor 44. The application data is held at the
application processor 34 (block 76), and the modem data is
held at the modem processor 44 (block 78) while the timers
are running. As noted above, in an exemplary aspect, the
time slot 58 of the interconnectivity bus 36 is one millisec-
ond. In such an aspect, the modem timer may be approxx-
mately two to six milliseconds, and the application timer is
three to seven miilliseconds, or at least longer than the
modem timet. The modem timer expires (block 80). If
modem data is present, the modem data is released by the
modem processor 44 through the interconnectivity bus 36 to
the application processor 34 (block 82).

The mechanism for dita transfer may be initiated and
controlled by the modem processor 44 (i.e., the device). For
example, on a fusion device using MHI over PCle, the
modem processor 44 may poll (read) the MHI channe]
Context Write. Pointer to determine data bufférs where
downlink packets can be transferred. The application pro-
cessor 34 updates the channel context data structure’s Con-
text Write Pointer field to point to the data transfer descrip-
tors without ringing an Inbound channel doorbell. The
modem processor 44 may poll for updates on the Context
Write Pointer field as necessitated by downlink traffic. When
the modem processor 44 runs out of buffers, i.e., a transfer
ring is empty, and no buffets are present to transfer downlink
data, the modem processor 44 may generate an event (e.g.,
an “out-of-buffer”) notification to the application processor
34, followed by an interrupt. Upon receiving the event
notification from the modem processor 44, the application
processor 34 shall provide data buffers by updating the
channel Context Write Pointer and shall ring the Inbound
channel doorbell.

After arrival of the modem data at the application pro-
cessor 34, the application processor 34 releases any appli-
cation data that has been held at the application processor 34
and resets the application timer (block 84). Note that the
‘dpplication timer can run on the modem processor 44 or the
application processor 34. As an alternative, the modem
processor 44 may continue to pull the uplink data 56 from
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the application processor 34 until it detects no further
downlink data 54 activity. That is, the modem processar 44
may intersperse pulling the uplink data 56 while receiving
the downlink data 54 If, however, no modem data is present
at the modem processor 44 when the modem tirmer expires,
the application timer continues- (i.e., another millisecond)
(block 86). At the expiration of the application timer, the
application processor 34 sends any held data to the modem
processor 44 through the interconnectivity bus 36 (block
88). The process then repeats by starting over (block 90).

As noted above, the uplink timer (i.e., the application
timer) is, in an exemplary aspect, designed to be longer than
the downlink timer (i.e., the modem timer) to increase the
uplink/downlink synchronization whenever the downlink
timer expires. While holding data for an extra time slot adds
some latency, the brief amount added is readily absorbed by
the application processor 34. Likewise, this latency is con-
sidered acceptable for the power savings. For example, by
making the period of the modem timer twice the period of
the time slot 58, the Aiumber of low power to active power
transitions is potentially halved. Likewise, by making the
period of the application timer six times the period of the
time slot 58, the chance of being able to “piggyback” onto
the active power state of the interconnectivity bus 36 caused
by the modem data is increased, but still frequent enough
that any uplink data 56 will still be sent in a timely fashion
even if there is no downlink data 54 to trigger releasing the
uplink data 56. Similar logic can be extended to synchronize
traffic from niultiple processors over the data link. In an
exemplary aspect, the other processors may each have timer
values higher (i.e., longer) than that of the downlink timer,
and the processors can exchange their data availability
information so that traffic on one processor can trigger the
data transfer on other processors if there is data available to
transfer.

FIG. 5 illustrates a graph 100 where the uplink data 56
follows the downlink data 54 during an active period 102 of
the interconnectivity bus:36 (FIG. 2). As illustrated, there is
only one transition 104 from low power to active power per
time slot 58. Thus, by consolidating the data into a single
active period 102, the overall time that is spent in low power
may be mcreased, thus resulting in power savings. Addi-
tionally, power spent transitioning from a low power to
active power state is reduced by the elimination of the
second trapsition 62.

While it is conceivable that the uplink data 56 could be
sent before the downlink data 54 (i.e., the application timer
is shorter than the modem timer), such is generally not
considered optimal because there are usually far more
downlink packets than uplink packets, If this aspect is used,
the application processor 34 miay buffer uplink data packets
into local memory prior to initiating transfer to the modem
processor 44. These accumulated packets are controlled via
an uplink accumulation timer. If there are pliral charitels,
then a timer may be applied to each channel independently.
When the application processor 34 is unable to use or does
not have an uplink timer, the modem processor 44 may be
able to instantiate an uplink timer; and upon expiry of the
uplink timer, will poll data from the apphcatlon processor
34. This exemplary aspect is explained in greater detail
below with reference to FIGS. 6 and 7.

In this regard, FIG. 6 illustrates an exemplary power
saving process 110. The process 110 begins with the inter-
connectivity bus 36 in a low power state (block 112). The
modem timer and the application timer are started (block
114). The timers may be software stored in the modem
processor 44 and the application processor 34 or may be
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physical elements as desired. Data is generated by the
application processor 34 and data is received from the
fietwork 12 by the modem processor 44. The application
data is held at the application processor 34 (block 116), and
the modem data is held at the modem processor 44 (block
118) while the timers are running. As noted above, in an
exemplary aspect, the time slot 58 of the interconmectivity
bus 36 is one millisecond. In such an aspect, the application
timer may be approximately two milliseconds, and the
modem timer is three milliseconids, or at least longer than the
apphcatlon timer. The application tu:ner expu'es (b]ock 120).
by the apph;atxon processor 34 thmugh thei mtel_-connecnvny
bus 36 to the modem processor 44 (block 122).

After arrival of the application data at the modem pro-
cessor 44, the modem processor 44 releases any modem data
that has been held at the modem processor 44 and resets the
modem timer (block 124). Note. that the application timer
can run on the modem processor 44 or the application
processor 34. Likewise, the modem timer can run on the
modem processor 44 or the application processor 34.

With continued reference to FIG. 6, if no application data
is present at the:application processor 34 when the applica-
tion timer expires, the modem timer continues (i.e., another
millisecond) (block 126). At the expiration of the modem
timer, the modem processor 44 sends any held data to the
application processor 34 through the interconnectivity bus
36 (block 128). The process then repeats by starting over
(block 130).

As noted above, in this exemplary aspect, the uplink timer
(ie., the application timer) is, in an exemplary aspect,
deslgned to be shorter than the downlink timer (i.e., the
modem timer). While holding data for an extra time slot 58
adds some latency, the brief amount added is readily
absorbed by the application processor 34. Likewise, this
latency is considered acceptable for the power savings. For
example, by making the period of the application timer twice
the period of the tirfie slot 58, the number of low power to
active power transitions is lowered. Likewise, by making the
period of the modem timer six times the period of the time
slot 58, the chance of being able to “piggyback” onto the
active power state-of the interconnectivity bus 36 caused by
the application data is increased, but still frequent enough
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that any downlink data 54 will still be sent in a timely -

fashion even if there is no uplink data 56 to trigger releasing
the downlink data 54. Similar logic can be extended to
synchronize traffic from multiple processors over the data
link. In an exemplary aspect, the other processors may each
have timer values higher (i.e., longer) than that of the uplink
timer-and the processors can exchange their data availability
information so that traffic on one processor can trigger the
data transfer on other processors if there is data available to
transfer,

FIG. 7 illustrates a graph 140 where the uplink data 56
precedes the downlink data 54 during an active petiod 142
of the interconnectivity bus 36. As illustrated, there is only

one transition 144 from low power to active power per time

slot 58. Thus, by consolidating the data into a single active
period 142, the overall time that is spent in low power may
be increased, thus resulting in power savings. Additionally,
power spent transitioning from a low power to active power
state is reduced by the elimination of the second transition
62.

In an exemplary aspect, the modem processor 44-may
ovetide and choose the minima from all configiired values
of each of the configurable parameters (like downlink or
uplink accumulation timers, byte threshold, number of pack-
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ets threshold, size of packet threshold, or the like) or
downlink accumiulation expiry timer values (e:g., from
among the various channels) as the effective downlink
accumulation timer expiry value. Intelligent modem proces--
sors 44 may also dynamically override or alter the:downlink
accumulation timer value depending on the downlink traffic
pattern, and/or may adjust the downlink accumulation timer
to achieve a desired quality of service (QoS) for data and/or
to control traffic. A change of configuration can be triggered/
controlled by the application processor 44 or ady other
processor in the system as well, via MHI control or QMI
signaling (such as, for-inter process signaling).

In-addition to, or in place of, downlink and uplink timers,
a byte accimilation limit counter may also be used by the
modém processor 44 for downtink traffic and the dpplication
processor 34 for uplink traffic. This aspect may be advan-
tageous in situations where there is a sudden burst of data
pushed by the network or application. Note that this aspect
is not mutually exclusive and may be implemented as an
override mechanism for either downlink of uplink timiers.
For example, if the downlink accumulation timer is set
relatively high to conserve power, a sudden burst of data
may exceed the buffer capacity of the modem processor 44,
or if allowed to acciifnulate in memory of the modem
processor 44, this burst of data may exceed bus bandwidth
allocations on the application processor 34. The application
processor 34 can determine and configure the maximum
byte accumulation limit based on its bus bandwidth budget,
and/or buffer size reserved for downlink data transfer. The
modem processor 44 can also choose an intermal byte
accumulation limit based on the size of downlink buffer,
and/or intercomnect link data throughput. With the byte
accumulation limit counters, the modem processor 44 can
initiate downlink data transfer to the application processor
34 prior to downlink accumnlation timer expiry, if and when

the buffered data size exceeds the byte accurmulation limit

counter. Since both the modem processor 44 and the appli-
cation processor 34 may have independent recommenda-
tions for byte accumulation limit counter, the modem pro-
cessor 44 may select the minima of these two values to be
the effective byte accumulation- limit. Similar parameters
may be maintained in the application processor 34 to trigger
the uplink data 56 transfer immediately (i.e., overriding the
uplink accumulation timer).

Instead of, or in addition to the byte accumulation limit
counter, a number of packets limit counter may be used. In
an exemplary aspect, the packet number limit countér may
be of similar design, and can be employed to add niimber of
packet counter limits instead of byte limits to cover cases
where a large number of packets are delivered by the
network or an application. Again, such a packet limit counter

. may also be present or associated with the application

55

processor 34 or the modem processor 44. Note, that the
accumulation timers (uplink and/or downlink) and other
configuration parameters like the number of accumulated
packets threshold, accumulated bytes threshold, and the like,
may be a function of LTE, HSPA, GERAN, or the like.

In still another exemplary aspect, the modem processor 44
or the application processar 34 may disable downlink. or
uplink accumulation in cases where there is a necessity to
expedite message transfer, for example control messages
(like flow control) or high QoS data traffic or low latency
traffic, as determined by the modem processor 44 or the
application processor 34. Latency introduced by accumula-
tion may not be tolerable for thesé traffic classes.

Returning to the data accumulation based on amounts of
data instead of a strict process, FIGS. 8 and 9 illustrate two
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exemplary aspects. In this regard, FIG. 8 illustrates a process
150 illustrating a byte counter process. In particular, the
process 150 begins with the interconnectivity bus 36 ina low
power state. (block 152). The process 150 starts a modem
byte couiter and an application byte counter (block 154).
Data is held at the application processor 34 (block 156) and
the modem processor 44 (block 158). A control system
determines if the modem byte counter has exceeded a
predefined threshold (block 160) based on the amount of
data that has been held or accumulated at the modem
processor 44.

With continued reference to FIG. 8, if the answer to block
160 is yes, then data is sent from the modem processor 44
to the application processor 34 (block 162). After receipt of
the data from the modem processor 44, the application
processor 34 sends data (if any) that has accumulated at the
application processor 34 to the modem processor 44 (block
164). Having cleared the accumulated data at both the
modem processor 44 and the application processor 34, the
process starts over (block 166).

With continued reference to FIG. 8, if the answer to block

160 is no, the control system determines if the data at the
application byte counter has exceeded a predefined threshold
(block 168). If the answer to block 168 is no, the process 150
returnis to block 156 and data continues to be held until a
byte counter threshold is excéeded. If, however, the answer
to block 168 is yes, then the data is sent from the application
processor-34 to the modem processor 44 (block 170). After
receipt of the data from the application processor 34, the
modem processor 44 seiids data (if any) to the application
processor 34 (block 172). Having cleared the accumulated
data at both the modem processor 44 and the application
processor 34, the process 150 starts over (block 166).
" While a byte counter may be effective in managing
latency, another exemplary aspect Uses a packet counter. In
thiis regard, FIG. 9 illustrates a process 180 illustrating a byte
counter process. In particular, the process 180 begins with
the interconnectivity bus 36 in a low power state (block
182). The process 180 starts a modem packet counter and an
application packet counter (block 184). Data is held at the
applicationi processor 34 (block 186) and the modem. pro-
cessor 44 (block 188). A control system determines if the
modem packet counter has exceeded a predefined threshold
(block 190) based on the number of packets held or accu-
mulated at the modem processor 44.

With continued reference to FIG. 9, if the answer to block
190 is yes, then data is sent from the modem processor 44
to the application processor 34 (block 192). After receipt of
the packets from the modem processor 44, the application
processor 34 sends data (if any) that has accumulated at the
application processor 34 to the modem processor 44 (block
194). Having cleared the accummlated packets at both the
modem processor 44 and the application processor 34, the
process 180 starts over (block 196).

With continued reference to FIG. 9, if the answer to block
190 is no, the control system determines if the number of
packets at the application packet counter has exceeded a
predefined threshold (block 198). If the answer to block 198
is no, the process 180 returns to block 186 and data
continues to be held until a packet counter threshold is
exceeded. If, however, the ansWér to block 198 is yes, then
the data i§ sent from the application processor 34 to the
modem processor 44 (block 200). After receipt of the
packets from the application processor 34, the modem
processor 44 sends data (if any) to the application processor
34 (block 202). Having cleared the accumulated packets at
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both the modem processor 44 and the application processor
34, the process 180 starts over (block 196).

A similar process may be used, where instead of deter-
mining if a particular number of bytes or packets have been
accumulated, the control system evaluates a size of packets
or whether the system is running low in memory. Likewise,
it should be appreciated that certain priority data (e.g., a
control signal or other data requiring low latency) may be
associated with a flag or other indicator that overrides the
timers and/or counters of the present disclosure.

As noted above, it should be appreciated that the aspects
of the present disclosure are not mutually exclusive.and can
be combined. The combinations are myriad in that a timer
may be used at the application processor 34 with a byte
counter at the modem processor 44 (or vice versa), the
modem processor 44 works with a timer and a byte counter,
while the application processor 34 just has a timer, and so
on In this regard, FIGS. 10-12 are provided that illustrate
how the timers and data accumulation counters may inter-
operate. That is, FIGS. 10 and 11 illustrate how the downlink
timer (whether in the modem processor 44 or the application
processor 34) is used as the basis for data transmission (e.g.,
as illustrated in FIGS. 4 and 5), may be combined with the
data accumulation counters, and is further modified by a
high priority data override. FIG. 12 illiistrates a simplified
proces$ in which the uplink timér combined with the data
accumulation counters is used as the basis for data trans-
mission (e.g;, as illustrated in FIGS. 6 and 7), modified by
the data overrides. ]

In this regard, FIGS. 10 and 11 illustrate a combined
process 210 that begins at start (block 212). The process 210
continues with the arrival of downlink (DL) data (e.g., a
packet) (block 214). The control system evaluates if there is
any priority data, control messages, and/or other data that
requires low latency (block 216). If the answer to block 216
is no, then the control system determines if a byte threshold
has been crossed (i.e., are there more than the threshold

 worth of bytes in the accumulator) (block 218). If the answer
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to block 218 is no, then the control system determines if a
number of packets threshold has been crossed (i.e., there are
more than the threshold worth of packets ini the accumulator)
(block 220). If the answer to block 220 is no, then the control
system determines if the system is running low in memory
(block 222). If the answer to block 222 is no, then the control
system ascertains if the downlink accumulation timer is
running (block 224). If the answer to block 224 is yes, then
the downlink data continues to accumulate and no data
transfer is initiated over the link (block 226).

With continued reference to FIG. 10, if, however, the
answer to block 224 is ro, the downlink timher has expired,
or if any of the overrides from block 216, 218, 220, or 222
has been answered affirmatively, then the process 210 starts
transfer of the accumulated data (intluding the current
packet) over the link from the modem processor 44 (also
sometimes referred to as modem (44) in the Figures) to the
application processor 34 (also sometimes referred to as AP
(34) in the Figures) (block 230). The control system starts or

restarts the downlink accumulation timer and sets the down--

link accumnulation timer to running (Block 232) The control
system determines if the modem processor 44 is in an uplink
(UL) polling mode (b]ock 234). If the answer to block 234
is no, then there is no wplink transfér (block 236). If,
however, the modem processor 44 is polling the uplink
device, then, based on that polling, the control system
determines if there is pending uplink data from the appli-
cation processor34 (block 238). If there is pending data (i.e.,
the answer to block 238 is yes), then the application pro-
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cessor 34 starts data transfer to the modem processor 44
(block 240). Once the data transfer is finished, or if there was
no data at block 238, the contrcl system restarts the uplink
accumulation timer (block 242) and the process 210 returtis
to start 212.

With continued reference to FIG. 10, after block 226, the
control systern determines if the downlink timer has expired
(block 244). If the answer to block 244 is no, the control
system determines if 2 new packet has arrived (block 246).
If the answer to block 246 is no, then the process 210 returns
to block 244. If a new packet has arrived, the process 210
returns to the start 212. If the answer to block 244 is yes, the
downlink timer has expired, the control system knows the
downlink accumulation timer has expired (block 248). At
expiration of the downlink timer, the control system deter-
mines if there is any pending accumulated downlink data
(block 250). If there is data at block 250, then the data is
trapsferred at. block 230. If there is no data, then the
downlink accumulation timer is set to “not running” (block
252) and the process 210 goes to FIG. 11, element C. It
should be appreciated that blocks 216, 218, 220, and 222 are
optional.

With reference to FIG. 11, the process 210 may continue
from block 252. At this point, the uplink accumulation timer
has expired (block 254). The uplink accumulation timer will
expire if there is no downlink data since the uplink timer was
restarted. The control system determines if there is any
pending uplink data from the apphcatlon processor 34
(block 256). If the answer to block 256 is yes, then the
application processor 34 starts the data transfér over the link
from the application processor 34 to the modem processor
44 (block 258). The control system then restarts the uplink
accumulation timer (block 260). If, however, the answer to
block 256 is no, there is no data, the control system sends an
event to the application processor 34 indicating the modem
processor 44 is expecting a doorbell/interrupt for any pend-
ing or next packet submission (block 262). That is, since
there has been no data from the application processor 34 to
the modem processor 44 since the previous poll time, then
the modem processor 44 may go into an interrupt mode for
uplink data and the modem processor 44 would expect the
application processor 34 to send an interriipt whenever there
was data pending at the application processor 34. The
control system then changes the state internally to reflect the
same (block 264).

With continued reference to FIG. 11, the modem proces-
sor 44 receivés an interrupt or other indication from the
apphcanon processor 34 indicating pending data in the
transfer ring (block 266). The contro] system then restarts
the uplink accumulation timer and changes the state to
indicate the uplink poliing mode (block 268). All the uplink
data is processed (block 270) and the process 210 starts over.

In another alternate aspect, there may be situations where
the buffers of the application processor 34 may be full and
there is fo room for data fmm the modem processor 44. In
the modem pmcessor 44, and the modem processor 44 may
send an event to the application processor 34 to provide an
interriipt signal to the modem processor 44 whien there are
free buffers.

FIG. 12 is similar to FIGS. 10 and 11, in that it illustrates
how overrides and data counters may be used in conjunction
with an accumulation timer, but a process 280 of FIG. 12
assumes that the uplink timer is shorter than the downlink
timer (e.g., arialogous to the aspect illustrated in FIGS. 6 and
7). The process 280 begins at start (block 282). The process
280 continues with the arrival of uplink (UL) data (e.g., a
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packet) (block 284). The control system evaluates if there is
any priority data, control messages, and/or other data that
requires low latency (block 286). If the answer to block 286
is no, then the control system determines if a byte threshold

" has been crossed (i.e., are there more than the threshold .

worth of bytes in the accumulator) (block 288). If the answer
to block 288 is no, then the control system determines if a
number of packets threshold has been crossed (i.e., there are
more than the threshold worth of packets in the accumulator)
(block 290). If the answer to block 290 is no, then the control
system determines if the system is running low in memory
(block 292). If the answer to block 292 is fio, then the control
system ascertains if the device is in:an uplink polling mode
(block 294). If the answer to block 294 is yes, the device is
in the polling mode, then the application processor 34
updates the internal data structure/context array with uplink
data packet information that the device can pull and update
wiite pointers accordingly (block 296).

With continued reference to FIG. 12, if, however, the
apswer to block 294 is no, the device is not in an uplink
polling mode, or if any of the overrides from blocks 286,
288, 290, or 292 has been answered adffirmatively, then the
application processor 34 updates the internal data structure/
context array with uplink data packet information that the
device can pull and update write pointers accordingly (block
298). The application processor 34 then rings the doorbell or
otherwise interrupts the device to indicate the availability of
uplink data (block 300). The application processor 34 then
sets the device state to the polling state (not the doorbell/
event/interrupt mode) (block 302), and the process repeats.

It should be appreciated that similar processes may be
performed where both timers are in the application processor
34 or the modem processor 44 or are split between the
respective processors 34, 44. Likewise, once a timer has
expired, data can be pulled or pushed across the intercon-
nectivity bus 36 based on polling, setting doorbell registers,
or other technique.

Those of skill in the art will further appreciate that the
various illustrative logical blocks, modules, circuits, and
algorithms described in connection with the aspects dis-
closed herein may be implemented as electronic. hardware,
instructions storéd in memory or in another compirter-
readable medium and executed by a processor or other
processing device, or combinations of both. The devices
described herein may be employed in any circuit, hardware
component, IC, or IC chip; as examples. Memory disclosed
herein may be any type and size of memory and may be
configiired to store any type of information desired. To
clearly illustrate this interchangeability, various illustrative
components, blocks, modules, circuits, ‘and steps have been
described above generally in terms of their functionality.
How such functionality is implemented depends upon the
particular application; design choices, and/or design con-
straints imposed on the overall system. Skilled artisans may
implement. thé described functionality in varying ways for
each particular application, but such implementation deci-
sions should not be interpreted as causing a departure from
the scope of the present disclosure.

The various illustrative logical blocks, modules, and
circuits described in connection with.the aspects disclosed
heréin may be implemented or performed with a processor,
a Digital Signal Processor (DSP), an Application Specific
Integrated Circuit (ASIC), a Field Programmable Gate Array
(FPGA) or other programmable logic device, discrete gate or
transistor logic, discrete hardware components, or any com-
bination thereof designed to perform the functions described
herein. A processor may be a microprocessor, but in the
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alternative, the processor may be any conventional proces-
sor, controller, microcontroller; or state machine. A proces-
sor may also be implemented as a combination of computing
devices, e.g., a combination of a DSP and a microprocessor,
a pluarality of microprocessors, one or more microprocessors
in conjunction with a DSP core, or any other such configu-
ration. )

The aspects disclosed herein may be embodied in hard-
ware and in instructions that are stored in hardware, and may
reside, for example, in Random Access Memory (RAM),
flash memory, Read Only Memory (ROM), Electrically
Programmable ROM (EPROM), Electrically Erasable Pro-
grammiable ROM (EEPROM), registers, a hard disk, a
removable disk, a CD-ROM, or any other form of computer
readable medium known in the art. An exemplary storage
medium is coupled to the processor such that the processor
can read information from, and write information to, the
storage medium. In the alternative, the storage médium may
be integral to the processor. The processor and the storage
medium may reside in an ASIC. The ASIC may reside in a
remote station. In the alternative, the processor and the
storage medium may reside as discrete components in a
remote station, base station, Or server.

It is also noted that the operational steps described in any
of the exemplary aspects herein are described to provide
examples and discussion. The operations described may be
performed in numerous différent sequences other than the
illustrated sequences. Furthermore, operations described ina
single operational step may actually be performed in a
number of different steps. Additionally, one or more opera-
tional steps discussed in the exemplary aspects may be
combined. It is to be understood that the operational steps
illustrated in the flow chart diagrams may be subject to
numerous different modifications as will be readily apparent
to one of skill in the art. Those of skill in the art will also
understand that information and signals may be represented
using any of a variety of different technologies and tech-
niques. For example, data, instructions, commands, infor-
mation, signals, bits, symbols, and chips that may be refer-
enced throughout the above description may be represented
by voltages, currents, electromagnetic waves, magnetic
fields or particles, optical fields or particles, or any combi-
nation thereof.

The previous description of the disclosure is provided to
enable any person skilled in the art to make or use the
disclosure. Various modifications to the disclosure will be
readily apparent to those skilled in the art, and the generic
principles defined herein may be applied to other variations
without departing from the spirit or scope of the disclosure.
Thus, the disclosure is not intended to be limited to the
examples and designs described herein, but is to be accorded
the widest scope consistent with the principles and novel
features disclosed herein.

What is claimed is:

1. A mobile terminal comprising:

a modem timer;

a modem processor, the modem processor configired to
hold modem processor to application processor data
until expiration of the modem timer;

an application processor; _

an interconnectivity bus communicatively coupling the
application processor to the modem processor; and

the application processor configured to hold application
processor to modem processor data until triggered by
receipt of the modem processor to application proces-
sor data from the modem processor through the mter-
connectivity bus after which the application processor
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to modem processor data is sent to the modem proces-
sor through the interconnectivity bus responsive to the
receipt of the modem processor to application proces-
sor data from the modem processor through the inter-
connectivity bus.
2. The mobile terminal of claim 1, wherein the intercon-
nectivity bus comprises a peripheral component intercon-
nect (PCI) compliant bus.
3. The mobile terminal of claim 2, wherein the PCI
compliant bus comprises a PCI express (PCle) bus.
4. The mobile terminal of claim 1, wherein the application
processor includes an uplink timer and the uplink timer has
a period longer than a period of the modem timer.
5. The mobile terminal of claim 4, wherein the application
processor is configured to hold the application processor to
modem processor data until receipt of the modem processor
to application processor data from the modem processor or
expiration of the uplink timer having a period longer than a
period of the modem timer, whichever occurs first.
6. The mobile terminal of claim 1, wherein the modem
timer is implemented in software.
7. The mobile terminal of claim 1, wherein the modem
timer has a period of approximately six (6) milliseconds.
8. The mobile terminal of claim 1, wherein the modem
processor comprises the modem timer.
9. The mobile terminal of claim 1, wherein the application
processor comprises the: modem timer.
10. The mobile terminal of claim 1, further comprising an
application timer, and wherein the modem processor is
configured to instriict the dpplication processor to send an
interript. if Do data is received within oné time slot of the
application timer.
11. The mobile terminal of claim 1, further comprising a
byte accumulation limit counter associated with the modem
processor, the modem processor configired to send data to
the application processor if a threshold associated with the
byte accumulation limit counter is exceeded.
12. The mobile terminal of claim 1, further comprising a
packet number limit counter associated with the modem
processor, the modem processor configured to send data to
the application processor if a threshold associated with the
packet number limit counter is exceeded.
13. The mobile terminal of claim 1, wherein the modem
processor is configured to determine if held dita comprisés
a control packet and send such control packet before expi-
ration of the modem timer.
14. The mobile terminal of claim 3, wherem the modem
processor further comprises an application timer; and the
modem processor is configured to pull dita from the appli-
cation processor on receipt of the modem processor to
application processor data or expiration of the application
timer.
15. The mobile terminal of claim 1, further comprising a
second modem processor, the second modem processor
configured to exchange data availability information with
the modem processor siich that traffic on the modem pro-
cessor can trigger data transfer for the second modem
PrOCessor.
16. A method of conu'olhng power consumpt]on in a
computing device, comprising;
holding data received by a modem processor from a
remote network until expiration of a downlink timer;

passing the data received by the modem processor to an
application processor over an interconnectivity bus;
and

holding application data  generated by an app].ication

associated with the application processor until receipt
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of the data from the modem processor or expiration of
an uplink timer, whichever occurs first,

wherein receipt of the data from the modem processor
triggers passing the data received by the application
processor to the modem processor over the intercon-
nectivity bus before the interconnectivity bus transi-
tions from an active power state to a low power state.

17. The method of claim 16, wheréin passing the data
comprises passing the data over a peripheral component
iriterface (PCI) compliant bus.

18. The method of claim 16, wherein a period of the
downlink timer comprises six (6) milliseconds.

19. The method of claim 16, wherein a period of the
uplink timer comprises seven (7) milliseconds.

20. The method of claim 16, further comprising providing
an override capability based on one of accumulated packet
size; accumulated packet count, accumulated byte count,
quality of service requirement, and contfol message status.

21. The method of claim 16, further comprising holding
data-at a second modem processor until traffic on the modem
processor triggers data transfer for the second modem pro-
Cessor:

22. A mobile terinal comprising:

a modem processor;

an application timer; :

an application processor, the application processor con-
figured to hold application processor to modem pro-
cessor data until expiration of the application timer;

an interconnectivity bus communicatively coupling the
application processor to the modem processor; and

the modem processor configured to hold modem proces-
sor to application processor data until triggered by
receipt of the application processor to modem proces-
sor data from the application processor through the
interconnectivity bus after which the modem processor
to application processor data is sent to the application
processor through the inter€onnectivity bus responsive
to the receipt of the application processor to modem
processor data from the application processor through
the interconnectivity bus.

23. The mobile terminal of claim 22, wherein the appli-

cation processor comprises the application timer.

24. The mobile terminal of claim 22, wherein the modem
processor comprises the application timer.

25. The mobile terminal of claim 22, further comprising
a byte counter counting bytes at the modem processor.

26. A mobile terminal comprising:

a modem byte accumulation limit counter;

a modem processor; the modem processor configured to
hold modem processor to application processor data
until a predefined threshold of bytes has been reached
by the modem byte accumulation limit counter;

an application processor;

an interconnectivity bus communicatively coupling the
application processor to the modem processor; and

the application processor configured to hold application
processor to modem processor data until triggered by
receipt of the modem processor to application proces-
sor data from the modem processor through the inter-
connectivity bus after which the application processor
to modem processor data is sent to the modem proces-
sor through the interconnectivity bus responsive to the
receipt of the modem processor to application proces-
sor data from the modem processor through the inter-
connectivity bus.

27. A mobile terminal comprising:

a modem packet counter;
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a modem processor, the modem processor configured to
hold modem processor to application processor data
until a predefined threshold of packets has been reached
by the modem packet counter;

an application processor;

an interconnectivity bus communicatively coupling the
application processor to the modem processor; and

the application processor configured to hold application
processor to modem processor data until triggered by
receipt of the modem processor to application proces-
sor data from the moderm processor through the inter-
conpectivity bus after which the application processor
to modem processor data is sent to the modem proces-
sor through the interconnectivity bus responsive to the
receipt of the modem processor to application proces-
sor data from the modem processor through the inter-
conpectivity bus.

28. A mobile terminal comprising:

a modem processor;

an application byte counter;

an application processor, the application processor con-
figured to hold application processor to modem pro-
cessor data until a predefined threshold of bytes has
been reached by the application byte counter;

an interconnectivity bus commiinicatively coupling the
application processor to the modem processor; and

the modem processor configured to hold modem proces-
sor to application processor data until triggered by
receipt of the application processor to modem proces-
sor data from the application processor through the
interconnectivity bus afier which the modem processor
to application processor data is sent to the application
processor through the interconnectivity bus responsive
to the receipt of the application processor to modem
processor data from the application processor through
the interconnectivity bus.

29. A mobile terminal comprising:

a modem processor;

an application packet counter;

an application processor, the application processor con-
figured to hold application processor to modem pro-
cessor data until a predefined threshold of packets has
been reached by the application packet counter;,

an interconnectivity bus communicatively c¢oupling the
application processor to the modem processor; and

the modem processor configured to hold modem proces-
sor to application processor data until triggered by
receipt of the application processor to modem proces-
sor data from the application procéssor through the

interconnectivity bus after which the modem processor:

to application processor data is sent to the application
processor through the interconnectivity bus responsive
to the receipt of the modem processor to application
processor data from the modem processor through the
interconnectivity bus.

30. A method comprising:

starting an application timer at an application processor;

accumulating data at the application processor until expi-
ration of the application timer;

sending the accumulated data from the application pro-
cessor to a modem processor across an interconnectiv-
ity bus; and

holding modem processor data at the modem processor
until triggered by receipt of the accumulated data from
the apphcatlon processor,

wherein receipt of the accumulated data from the appli-
cation processor triggers passing the modem processor

Exhibit D
Page 89

Copy provided by USPTO from the PIRS. Image Database on 04/05/2017




Case 3:17-cv-01375-JAH-MDD Document 14 Filed 08/25/17 PagelD.331 Page 131 of 158

T

H

21

data to the application processor over the interconnec-
tivity bus before the interconnectivity bus transitions
from an active power state to a low power state.

31. A mobile terminal comprising:

a modem timer;

a odem processor, the modem processor configured to
hold modem processor to ‘application processor data
untjl expiration of the modem timer;

an application processor;

an interconnectivity bus comthiinicatively coupling the
application. processor to the modem processor; and

the application processor configured to hold application
processor to modem processor data until the modem
processor pulls data from the application processor
after transmission of the modem processor to applica-
tion processor data,

wherein the modem processor is further configured pull
data from the application processor after transmission
of the modem processor to application processor data
and before the interconnectivity bus transitions from an
active power state to a low power state.

2 2 3 3 2
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1
POWER TRACKER FOR MULTIPLE
TRANSMIT SIGNALS SENT
SIMULTANEOUSLY

BACKGROUND

1. Field :

The present disclosure relates generally to electronics,
and more specifically to techniques for generating a power
supply voltage for a circuit such as an amplifier.

1. Background

A wireless device (e.g., a cellilar phone or a smartphone)
in a wireless ¢ommunication system may transmit and
receive data for two-way comniunication. The wiréless
device may include a transmitter for data transmission and
a receiver for data reception. For data transmission, the
transmitter may process (e.g:; encode and modulate) data to
generate output samples. The transmitter may further con-
dition (e.g., convert to analog, filter, amplify, and frequency
upconvert) the output samples to generate a modulated radio
frequency (RF) signal, amplify the modulated RF signal to
obtain an output RF signal having the proper transmit power
level, and transmit the output RF signal via an antenna to a
base station. For data reception, the receiver may obtain a
received RF signal via the antenna and may amplify and
process the received RF signal to recover data sent by the
base station.

The transmitter typically includes a power amplifier (PA)
to provide high transmit power for the output RF signal. The
power amplifier should be able to provide high transmit
power and have high power-added efficiency (PAE).

SUMMARY

Techniques for generating a power tracking supply volt-
age for a circuit (e.g., a power amplifier) that processes
multiple transmit signals sent simultaneously are disclosed
herein. The multiple transmit sigpals may comprise trans-
missions sent simultaneously on multiple carriers at different
frequencies.

In one exemplary design, an apparatus includes a power
tracker and a power supply generator. The power tracker
determines a power tracking signal based on inphase (I) and
quadrature (Q) components of a plirality of trafismiit signals
being sent simultaneously, as described below. The power
supply generator generates a power supply voltage based on
the power tracking signal. The apparatus may further include
a power amplifier that amplifies a modulated RF signal
based on the power supply voltage and provides an output
RF signal.

Various aspects and features of the. disclosure are
described in further detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a wireless device communicating with a
wireless system.

FIGS. 2A to 2D show four examples of carrier aggrega-
tion.

FIG. 3 shows a block diagrasi of the wireless device in
FIG. 1.

FIG. 4 shows a transmit module comprising a separate
power amplifier with separate power tracking for each
transmit signal.

FIGS. 5 and 6 show two designs of a transmit module
comprising a single power amplifier w1th power u'ackmg for
- all transmit signals.
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FIGS. 7A and 7B show power tracking for two and three
transmit signals, respectively.
FIGS. 8 and 9 show a design of a power supply geherator
with power tracking.
FIG. 10 shows a process for generating a power supply
voltage with power tracking.

DETAILED DESCRIPTION

The word “exemplary” is used herein to mean “serving as
an example, instance, or illustration.” Any design described
herein as “exemplary” is not necessarily to be construed as
preferred or advantageous over other designs.

Techniques for generating a power tracking supply volt-
age for a circuit (e.g., a power amplifier) that procésses
multiple transmit signals sent simultaneously are disclosed
herein. The techniques may be used for various electronic
devices such as wireless communication devices.

FIG. 1 shows a wireless device 110 communicating with
a wireless communication system 120. Wireless system 120
may be a Long Term Evolution (LTE) system, a Code
Division Multiple Access (CDMA) system, a Global System
for Mobile Communications (GSM) system, a wireless local
area network (WLAN) system, or some other wireless
system. A CDMA system may implement Wideband CDMA
(WCDMA), CDMA 1X, Time Division Synchronous
CDMA (TD-SCDMA), or some other version of CDMA.
For simplicity, FIG. 1 shows wireless system 120 including
two base stations 130 and 132 and one system controller
140. In gerieral, a wireless system may include any number
of base stations and any set of network entities.

Wireless device 110 may also be reéferred to as a user
equipment (UE), a mobile station, a terminal, an access
terminal, a subscriber unit, a station, etc. Wireless device
110 may be a cellular phone, a smartphone, a tablet, a
wireless modem, a personal digital assistant (PDA), a hand-
held device, a laptop computer, a smartbook, a netbook, a
cordless phone, a wireless local loop (WLL) station, a
Bluetooth device, etc. Wireless device 110 may be capable
of comimunicating with wireless system 120. Wireless
device 110 may also be capable of receiving sigiials from

" broadcast stations (e.g., a broadcast station 134), signals
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from satellites (e.g., a satellite 150) in one or more global
navigation satellite systems (GNSS), etc. Wireless device
110 may support one or more radio technologies for wireless
communication such as LTE, WCDMA, CDMA 1X, TD-
SCDMA, GSM, 802.11, etc.

Wireléss device 110 may be able to operate in low-band
(LB) covering frequencies lower than 1000 megahertz
(MHz), mid-band (MB) covering frequencies from 1000
MHz to 2300 MHz, and/or high-band (HB) covering fre-
quencies higher than 2300 MHz. For example, low-band
may cover 698 to 960 MHz, mid-band may cover 1475 to
2170 MHz, and high-band may cover 2300 to 2690 MHz
and 3400 to 3800 MHz. Low-band, mid-band, and high-
band refer to three groups of bands (or band groups), with
each band group including a number of frequency bands (or
simply, *“bands™). Each band may cover up to 200 MHz and

may include one or more carriers. Each carrier may cover up:

to 20 MHz in LTE. LTE Release 11 sapports 35 bands,
which are reférred to as LTE/UMTS bands and are listed in
3GPP TS 36.101.

Wireless device 110 may support carrier aggregation,
which is operation on multiple carriers. Carrier aggregation
may also be referred to as multi-carrier operation. Wireless
device 110 may be configured with up to 5 carriers in one or
two bands in LTE Release 11.
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In general, carrier aggregation (CA) may be categorized
into two types—intra-band CA and inter-band CA. Intra-
band CA refers to operation on multiple carriers within the
same band. Inter-band CA refers to operation on multiple
carriers in different bands.

FIG. 2A shows an example of contiguous intfa-band CA.
In the example shown in FIG. 2A, wireless device 110 is
copfigured with three contiguous carriers in one band in
low-band. Wireless device 110 may send and/or receive
transmissions on the three contiguous carriers in the same
band.

FIG. 2B shows an example of non-contiguous intra-band
CA. In the example shown in FIG. 2B, wireless device 110
is configured with three non-contigiious carriers in one band
in low-band. The carriers may be separated by 5 MHz, 10
MHz, or some other amount. Wireless device 110 may send
and/or receive transmissions on the three non-contiguous
carriers in the same band.

FIG. 2C shows an example of inter-band CA in the same
band group. In the example shown in FIG. 2C, wireless
device 110 is configured with three carriers in two bands in
low-band. Wireless device 110 may send and/or receive
transmissions on the thiree carriers in different bands in the
same band group.

FIG. 2D shows an exaniple of inter-band CA in different
band groups. In the example shown in FIG. 2D, wireless
device 110 is configured with three carriers in two bands in
different band groups, which include two carriers in one
band in low-band and one carrier in another band in mid-
band. Wireless device 110 may send and/or receive trans-
missions on the three carriers in different bands in different
band groups.

FIGS. 2A to 2D show four examples of carrier aggrega-
tion. Cartier aggregation may also be supported for other
combinations of bands and band groups.

FIG. 3 shows a block diagram of an exemplary design of
wireless device 110 in FIG. 1. In this exemplary design,
wireless device 110 includes a data processor/controller:310,
a transceiver 320 coupled to a primary antenna 390, and a
transceiver 322 coupled to a secondary antenna 392. Trans-
ceiver 320 includes K transmitters 330pa to 330pk, L
receivers 380pa to 380p/, and an antenna interface circuit
370 to support multiple bands, carrier aggregation, multiple
radio technologies, etc. K and L may each be any integer
value of one or greater. Transceiver 322 includes M trans-
mitters 330sa to 330sm, N receivers 380sa to 380sn, and an
amtenna interface circuit 372 to support multiple bands,
carrier aggregation, multiple radio technologies, receive
diversity, multiple-input multiple-output (MIMO) transmis-
sion, etc. M and N may each be any integer value of one or
' greater.

In the exemplary design shown in FIG. 3, each transmitter
330 includes a transmit circuit 340 and a power amplifier
(PA) 360. For data transmission, data processor 310 pro-
cesses (e.g., encodes and symbol maps) data to be transmit-
ted to obtain modulation symbols. Data processor 310
further processes the modulation symbols (e.g., for OFDM,
SC-FDMA, CDMA,; or some other modulation technique)
and provides I and Q sampleés for edch transmit signal to be
sent by wireless device 110. A transmit signal is a signal
comprising a transmission on one or more carriers, a trans-
mission on one or more frequency channels, etc. Data
processor 310 provides the I and Q samiples for one or more
transmit signals to one or more selected transmitters. The
description below assumes that transmitter 330pa is a trans-
mitter selected to send one transmit signal. Within transmit-
ter 330pa, transmit circuit 340pa converts I and Q samples
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to 1 and Q analog output signals, respectively. Transmit
circuit 340pa further amplifies, filters; and upconverts the I
and Q analog output signals from baseband to RF and
provides a modulated RF signal. Transmit circuit 340pa may
inclhide digital-to-analog converters (DACs), amplifiers, fil-
ters, mixers, matching circuits, an oscillator, a local oscil-
lator (LO) generator, a phase-locked loop (PLL), etc. A PA
360pa receives and amplifies the modulated RF signal and

provides an output RF signal having the proper transmit.

power level. The.output RF signal is routed through antenna
interface circuit 370 and transmitted via antenna 390.
Antenna interface circuit 370 may include one or more
filters, diplexers, diplexers, switches, matching circuits,
directional couplers, etc. Each remaining transmitter 330 in
transceivers 320 and 322 may operate in similar manner as
transmitter 330pa.

In the exemplary design shown in FIG. 3, each receiver
380 includes a low noise amplifier (LNA) 382 and a receive
circuit 384. For data reception, antenna 390 receives signals
from base ‘stations and/or other transmitter stations and
provides a received RF signal, which is routed through
antenna interface circuit 370 and provided to a selected
receiver. The description below assuriies that receiver 380pa
is the selected receiver. Within receiver 380pa, an LNA
382pa amplifies. the received RF signal and provides an
amplified RF signal. A receive circuit 384pa downconverts
the amplified RF signal from RF to baseband, amplifies and
filters the downconverted signal, and provides an analog

input signal to data processor 310. Receive circuit 384pa -

may include mixers, filters, amplifiers, matching circuits, an
oscillator, an LO generator, a PLL, etc. Each remaining
receiver 380 in transceivers 320 and 322 mdy operate in
simhilar manner as receiver 380pa.

FIG. 3.shows an exemplary design of transmitters 330 and
receivers 380. A transmitter and a receiver may also include
other circuits not shown in FIG. 3, such as filters, matching
circuits, etc. All or a portion of transceivers 320 and 322 may
be implemented on one or more analog integrated circuits
(ICs), RF ICs (RFICs), mixed-signal ICs, etc. For example,
transmit circuits 340, LNAs 382, and receive circuits 384
may be implemented on one module, which may be an
RFIC, etc. Antenna interface cifcitits. 370 and 372 and PAs
360 may be iniplemented on another module, which may be
a hybrid module, etc. The circuits in transceivers 320 and
322 may also be implemented in other manners.

Data processor/controller 310 may perform various func-
tions for wireless device 110, For example, data processor
310 may perform processing for data being transmitted via
transmitters 330 and data being received via receivers 380.
Controller 310 may control the operation of transmit circuits
340, PAs 360, LNAs 382, receive circuits 384, antenna
interface circuits 370 and 372, or a combination thereof. A
memory 312 may store program codes and data for data
processor/controller 310. Data processor/controller 310 may
be implemented on one or more application specific inte-
grated circuits (ASICs) and/or other ICs.

Wireless device 110 may send multiple transmit signals
simultaneously. In one design, the multiple transmit signals
may be for transmissions on multiple contiguous or non-
contiguous carriers with intra-band CA., e.g, as shown in
FIG. 2A or 2B. For example, each transmit signal may
comprise a transmission sent on one carrier. In another
design, the multiple transmit signals may be for transmis-
sions on multiple frequency channels to the same wireless
system. In yet another design, the multiple transmit signals
may be for transmissions sent to different wireless systems

(e.g., LTE and WLAN). In any case, data to be sent infegdibit E
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transmit signal may be processed (e.g., encoded, symbol
mapped, and modulated) separately to generate I and Q
samples for that transmit signal. Each transmit signal may be
conditioiied by a respective transmit circuit 340 and ampli-
fied by a respective PA 360 to generate an output RF signal
for that transmit s1gna]

A PA may receive a modulated RF signal and a power
supply voltage and may generate an output RF signal. The
output RF signal typically tracks the modulated RF signal
and has a time-varying envelope. The power supply voltage
should be higher than the amplitide of the output RF signal
at all times in order to avoid clipping the output RF signal,
which would then cause intermodulation distortion (IMD)
that may degrade performance. The difference between the
power supply voltage and the envelope of the output RF
signal represents wasted power that is dissipated by the PA
instead of delivered to an output load.

It may be desirable to generate a power supply voltage for
a PA siich that good performance and good efficiency can be
obtained. This may be achieved by generating the power
supply voltage for the PA with power tracking so that the
power supply voltage can track the envelope of an output RF
signal from the PA.

'FIG. 4 shows a design of a transmit module 400 support-
ing simultaneous transmission of multiple (K) transmit
signals with a separate PA and separate power tracking for
each transmit signal. Transmit module 400 includes K
transmitters 430q to 430% that can simultaneously process K
transmit signals, with each transmitter 430 processing one
transmit signal. Each transmitter 430 includes a transmit
circuit 440, a PA 460, and a power tracking supply generator
480.

Transmitter 4304 receives I, and Q, samples for a first
transmit signal and generates a first output RF signal for the
first transmit signal. The I, and Q, samples are provided to
both transmit circuit 440a and voltage generator 480a.
Within transmit circuit 440a, the I, and Q, samples are
converted t© I and Q analog sigfials by DACs 442a and
443a, respectively. The 1 analog signal is filtered by a
lowpass filter 444a, amplified by an amplifier (Amp) 446a,
and upconverted from baseband to RF by a mixer 448a.
Similarly, the Q analog signal is filtered by a lowpass filter
445a; amplified by an amplifier 4474, and upconverted from
baseband to RF by a mixer 449a. Mixers 448z and 449a
perform upconversion for the first transmit signal based on
I and Q LO signals (ILO, and QLO,) at a center RF
frequency of the first transmit signal. A summer 450a sums
the I and Q upconveited signals from mixers 448a and 449a
to obtain 2 modulated RF signal, which is provided to PA
460a.

Within voltage: generator 480a, a power tracker 482a
receives the I; and Q, samples for the first transmit signal,
computes the power of the first transmit signal based on the
I, and Q, samples, and provides a digital power tracking
signal to a DAC 484a. DAC 484a converts the digital power
tracking signal to analog and provides an analog power
tracking signal. A power supply generator 486a receives the
analog power tracking signal and generates a power supply
voltage for PA 460a. PA 460a amphﬁes the modulated RF
signal from transmit circuit 440a using the power supply
voltage from supply geperator 486a and provides the first
output RF signal for the first transmit signal.

Each remaining transmitter 430 may similarly process 1
and Q samples for a respective transmit signal and may
provide an output RF signal for the transmit signal. Up to K
PAs 460a to 460k may provide up to K output RF signals at
different RF frequencies for up to K transmiit signals being
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sent simultaneously. A summer 462 receives the output RF
signals being sent simultaneously, sums the output RF
signals, and provides a final oiitput RF signal, which is
fouted thiough a duplexer 470 and transmitted via an
antenna 490.

As shown in FIG. 4, power tracking may be used to
improve the efficiency of PAs 460a to 460%. Each transmit
sxgnal may be processed by a respective transmitter 430
using a separate sets of mixers 448 and 449 and PA 460.
Multiple transmit signals may be sent on different frequen-
cies (e.g., differerit carriefs) and hence may have increased
envelope bandwidth. The increased envelope bandwidth
may be addressed by using a separate transmitter 430 for
each transmit signal. Each transmitter 430 may then handle
the envelope bandwidth of one transmit signal. However,
operating multiple transmitters 430 concurrently for mul-
tiple transmit signals may result in more circuits, higher
power consumption, and increased cost; all of which are
undesirable.

In an aspect of the present disclosure, a single PA with
power tracking may be used to generate a singlé output RF
signal for multiple transmit signals beifg sent. simultanie-
ously. A single power supply voltage may be generated for
the PA to track the power of all transmit signals being sent
simultaneously. This may reduce the number of circuit
components, reduce power consumption, and provide other
advantages.

FIG. 5 shows a design of a transmit module 500 support-
ing simultaneous transmission of multiple (K) transmit
signals with a single PA and power tracking for all transmit

signals. Transmit module 500 performs frequency upcon-

version separately for each transmit sighal in the analog
domain and sums the resultant upconverted RF signals for
all transmit signals. Transmit module 500 includes K trans-
mit circuits 540g to 540k that can simultaneously process K
transmit signals, with each transmit circuit 540 processing
one transmit signal. Transmit module 500 further includes a
summer 552, a PA 560, a duplexer 570, and a power tracking
supply generator 580.

Transmit circuit 540a receives I, and Q, santiples for a first
transmit signal and generates a ﬁmt upconverted RF signal
for the first transmit signal. The I, and Q, samples are
provided to both transmit circuit 540a and voltage generator
580. Within transmit circuit 5404, the I, and Q; samples are
converted to I and Q analog signals by DACs 542a and
5434, respectively. The I and Q analog signals are filtered by
lowpass filters 544a and 545a, amplified by amplifiers 546a
and 547a, upconverted from baseband to RF by mixers 548a
and 549a, and summed by a sufimer 550a to generate the
first upconverted RF signal. Mixers 548a and 5494 perform

_ upconversion for the first transmit signal based on I and Q

60

65

LO signals at a center RF frequency of the first transmit
signal.

Each remammg transiit Circuit 540 may similarly pro-
cess I and Q samples for a respective transmit signal and
may provide an upconverted RF signal for the transmit
signal. Up to K transmit circuits 540g to 540k may provide
up to K upconverted RF signals at different RF frequencies
for up to K transmiit signals being sent simultaneously. A
summer 552 receives the upconverted RF signals from
transmit circuits 540a to 540k, sums the upconverted RF
signals, and provides a modilated RF signal to PA 560.

Within voltage generator 580, a power tracker 582

receives I to I samples and Q1 to Qx samples for all

582 computes the overall power of all transmit ﬂgnals based

on the I and Q samples for these transmit sigualEg&‘ilibit E
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provides a digital power tracking signal to a DAC 584. DAC
584 converts the digital power tracking signal to analog and
provides an analog power tracking signal for all transmit
signals. Although not shown in FIG. 5, a lowpass filter may
receive and filter an output signal from DAC 584 and
provide the analog power tracking signal. A power supply
generator 586 receives the-analog power tracking signal and
generates a power supply voltage for PA 560.

PA 560 amplifies the modulated RF signal from summer
552 using the power supply voltage from supply generator
586. PA 560 provides an output RF signal for all transmit
signals being sent simultaneously. The output RF signal is
routed through duplexer 570 and transmitted via antenna
590.

FIG. 6 shows a design of a transmit module 502 support-
ing simultanecus transmission of multiple (K) transmit
signals with a single PA and power tracking for all transmit
signals. Transmit module 502 digitally upconverts each
transmit signal to an intermediate frequency (IF) in the
digital domain, sums the resultart upconverted IF signals for
all transmit signals, and performs frequency upconversion
from IF to RF for all ransmit signals together in the analog
domain. Transmit module 502 includes a digital modulator
520, a transmit circuit 540, PA 560, duplexer 570, and power
tracking supply generator 580.

Digital modulator 520 receives I and Q samples for all
transmit signals and generates a modulated IF signal for all
transmit signals. Within digital modulator 520, the I, and Q,
samples for the first transrnit signal are upconverted to a first
IF frequency by multipliers 5224 and 523a, respectively,
based on C, and C,;) digital LO signals. The I and Q
samples for each remaining transmit signal are upconverted
to a different IF frequency by multipliers 522 and 523,
respectively; for that transmit signal. The IF frequencies of
the K transmit signals may be selected based on the final RF
frequencies of the K transmit signals. A summer 524 sums
the outputs of all K multipliers 522a to 522k and provides an
I modulated signal. Similarly, a summer 525 sums the
outputs of all K multipliers 523a to 523k and provides a Q
modulated signal. The 1 and Q modulated signals from
summers 524 and 525 form the modulated IF signal for all
transmit signals.

Transmit circuit 540 receives I and Q modulated signals
from digital modulator 520 and generates a modulated RF
signal for all transmit signals. Within transmit circuit. 540,
the I and Q modulated signals are converted to I and Q
analog signals by DACs 542 and 543, respectively. The I and
Q analog signals are filtered by lowpass filters 544 and 545,
amphﬁed by amplifiers 546 and 547, upconverted from IF to
RF by miixefs 548 and 549, and summed by a summer 550
to generate the modulated RF signal. Mixers 548 and 549
perform upconversion for the modulated IF signal based on
I and Q LO signals at a suitable frequency so that the K
transmit signals are upconverted to thexr proper RF frequen-
cies.

Power tracking voltage generator 580 receives the I, to I,
samples and the Q; to Qg samples for all transmit signals
being sent simultaneously. Voltage generator 580 generates
a power supply voltage for PA 560 based on the I and Q
samples. PA 560 amplifies the modulated RF signal from
transmit circuit 540 using the power supply voltage from

supply generator 580. PA 560 provides an output RF signal
for all transmit signals being sent simiultaneously. The output
RF signal is routed through duplexer 570 and transmitted via
‘antenna 590.

FIGS. 5 and 6 show two exemplary designs of a transmit
module supporting simultaneous transmission of multiple
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transmit signals with a single PA arid power tracking for'all
transmit signals. Multiple transmit signals may also be sent
with a single PA and power tracking in other manners. For
example, polar modulation may be used instead of quadra-
tire modulation, which is shown in FIGS. 5 and 6.

Power tracker 582 may compute the digital power track- 4

ing signal based on the I and Q samples for all transmit
signals in various manners. In one design, the digital power
tracking signal may be computed as follows:

POVRNLZD Q7O+ H OO0, Eq (1)

where [,(t) and Q,(t) denote the I and Q samples for the k-th
transmit signal in sample period t, for k=1, . . ., K, and

p(t) denotes the digital power tracking signal in sample

period t.

The quantity I,,z(t)-l—ka(t) denotes the power of the k-th
transmit signal in sample period t. In the design shown in
equation (1), the powers of all transmit signals are summed
to obtain an overall power. The digital power tracking signal
is then obtained by taking the square root of the overall
power. The scaling factor of YK accounts for conversion
between power and voltage. : =

In another design, the digital power tracking signal may
be computed as follows:

PONILEO+Qy (O - . . WK (PR Eq (2)

The quantity VI, (t)+Q,2(t) denotes the voltage of the k-th
transmit signal in sample period t. In the design shown in
equation (2), the voltage of each transmit signal is first
computed, and the voltages of all transmit signals are then
summed to obtain the digital power tracking signal.

Equations (1) and (2) are two exemplary designs of
computing the d.lgltal_ power tracking signal based on the I
and Q samples for all transmit signals being sent simulta-
neously. The digital power tracking signal computed in
equation (1) or (2) has a bandwidth that approximates the
bandwidth of the widest transmit signal (instead of the
overall bandwidth of all transmit signals being sent simul-
taneously). Having the bandwidth of the power tracking
signal being smaller than a modulation bandwidth may
allow for a more efficient power tracking circuitry and may
also result in less noise being injected into PA 560 via the
power supply.

The digital power tracking signal may also be computed
based on the I and Q samples of the transinit signals in other
manners, e.g., based on other-equations or functions. In one
design, the digital power tracking signal may be generated
based on the I and Q samples for all transmit signals, without
any filtering, e.g., as shown in equation (1) or (2). In another
design, the digital power tracking signal may be filtered,
e.g., with a lowpass filter having similar characteristics as
lowpass filters 544 and 545 in transmit circuit 540.

In one design, the digital power tracking signal may be
computed in the same manner (e.g., based on the same
equation) regardless of the number of transmit signials being
sent simultaneously. In another design, the digital power
tracking signal may be computed in different manners (e.g.,
based on different equations) depending on the pumber of
transmit signals being sent simultaneously: The digital
power tracking signal may also be computed in different
manners depending on other factors such as the transmit
power levels of different transmit signals.

The techniques described herein for generating a power
tracking supply voltage for multiple transmit signals may be
used for various modulation techniques. For example, the

techniqiies may be used to generate a power tracking s{pRlibit E
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vol_tgge for multiple transmit signals sent.simultaneously
using orthogonal frequency division multiplexing (OFDM),
SC-FDMA, CDMA, or some other modulation techniques.
The techniques may also be used to generate a tracking
power supply voltage for any number of transmit signals
being sent simultaneously.

FIG. 7A shows an example of power tracking for two

transmit signals sent on two non-contiguous carriers with

SC-FDMA, e.g., for non-contiguous intra-band CA shown
in FIG. 2B. The two transmit signals are sent on two carriers
separated by a 25 MHz gap, with each carrier having a
bandwidth of 10 MHz. A plot 710 shows.an output RF signal
compnsmg the two transmit signals and provided by PA 560
in FIG. 5 or 6. A plot 712 shows a power tracking signal
provided by power tracker 582 in FIG. 5 or 6. The power
tracking signal is computed based on I and Q samples for the
two transriiit signals in accordance with equation (1). As
shown in FIG. 7A, the power tracking signal closely follows
the envelope of the output RF signal. Hence, good perfor-
misince and high efficiency may be achieved for PA 560.

FIG. 7B shows an example of power tracking for three
transmit signals sent on three non-contiguous carriers with
OFDM,; e.g:; for non-contiguous intra-band CA. The three
transmit signals are sent on three carriers, with each carrier
having a bandwidth of 5 MHz and being separated by a 15
MHz gap to another carriér. A plot 720 shows an output RF
signal coniprisifig the three transmit signals and provided by
PA 560 in FIG. 5 or 6. A plot 722 shows a power tracking
signal provided by power tracker 582 in FIG. 5 or 6. The
power tracking signal is computed based on I and Q samples
for the three transmit signals in accordance with equation
(1). As shown in FIG. 7B, the power tracking signal follows
the envelope of the output RF signal. Hence, good. perfor-
mance and high efficiency may be achieved.for PA 560.

It can be shown that a power tracking supply voltage may
also be genemted for multiple transmit signals sent on
miultiple carriers with CDMA. In general, the power tracking
supply voltage can closely follow the envelope of the output
RF signal when two transmit signals are sent simultaneously,
e.g., as shown in FIG. 7A. The power tracking supply
voltage can approximate the envelope of the output RF
signal when more than two transmit signals are sent simul-

_ taneously, e.g., as shown in FIG. 7B.

Power supply generator 586 riiay generate a power supply
voltage for PA 560 based on a power tracking signal in
various manners. Power supply generator 586 should gen-
érate the power supply voltage in an efficient manner in
order to conserve battery power of wireless device 110.

FIG. 8 shows a design of power supply generator 586 in
FIGS. 5 and 6. In this design, power supply generator 586
includes a power tracking amplifier (PT Amp) 810, a
switctier 820, a boost converter 830, and an inductor 822.
Switcher 820 may also be referred to as-a switching-mode
power supply (SMPS). Switcher 820 receives a battery
voltage (Vz,r) and provides a first supply current (I5,)
comprising DC and low frequency components at node A.
Inductsr 822 stores current from switcher 820 and provides
the stored current to node A on alternating cycles. Boost
converter 830 receives the V.. voltage and generates a
boosted supply voltage (Vzo0sy) that is higher than the
V3.7 Vvoltage. Power tracking amplifier 810 receives the
analog power tracking signal at its signal input, receives the
Vs A,voltage and the V35 p¢ voltage at its two power supply
mputs and provides a second supply cirrent (I,) compris-
ing high frequency components at node A. The PA supply
current (I,) provided to power amplifier 560 includes the
I current from switcher 820 and the I,;. curient from
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power tracking amplifier 810. Power tracking amplifier 810
also provides the proper, PA supply voltage (V,) at Node A
for PA 560. The various circuits in power supply generator
586 are described in further detail below.

. FIG. 9 shows a schematic diagram of a design of power
tracking amplifier 810 and switcher 820 within power sup-
ply generator 586 in FIG. 8. Within power tracking amplifier
810 an operaﬁonal ampliﬁer (op-amp) 910 has its non-
mvemng input coupled to an output of power 11'ackmg
amplifier 810 (which is node X), and its oitpiit coirpled to
an input of a class AB driver 912. Driver 912 has its first
output (R1) cotipled to the gate of a P-channel metal oxide
semiconductor (PMOS) transistor 914 and its second output
(R2) coupled to the gate of an N-channel metal oxide
semiconductor (NMOS) transistor 916. NMOS transistor
916 has its drain coupled to node X and its source coupled
to circuit ground. PMOS transistor 914 has its.drain coupled
to node X and its source coupled to the drains of PMOS
transistors 918 and 920. PMOS transistor 918 has its gate
receiving a Clcontrol signal and its source rece1vmg the
Vzoosr voltage. PMOS transistor 920 has its gate receiving
a C2control signal and its source receiving the V ; voltage.

A cutrent sensor 824 is coupled between node X and node
A and senses the I, current provided by power tracking
amplifier 810. Sensor 824 passes most of the I, current to
node A and provides a small fraction of the I, current as a
sensed current (I, to switcher 820.

Within switcher 820, a ciirrent sense amiplifier 930 hias 1ts
input coupled to currexit sefisor 824 and its output coupled to
an input of a switcher diver 932. Driver 932 has its first
otitpiit (S1) coupled to the gate of a PMOS transistor.934 and
its second output (S2) coupled to the gate of an NMOS
transistor 936. NMOS transistor 936 has its drain coupled to

an output of switcher 820 (which is node Y) and its source:

coupled to circuit ground. PMOS transistor 934 has its drain.
coupled to node Y and its source receiving the V5, voltage.
Inductor 822 is coupled between node A and node Y.

Switcher 820 operites as follows. Switchier 820 is in an
ON state when current sensor 824 senses a high output
current from power tracking amplifier 810 and provides a
low sensed voltage to driver 932. Driver 932 then provides
a low voltage to the gate of PMOS transistor 934 and a low
voltage to the gate of NMOS transistor 936. PMOS transis-
tor 934 is turned ON and couples the V., voltage to
inductor 822, which stores energy from the V,r voltage.
The current through inductor 822 rises during the ON state,
with the rate of the rise being dependent on (i) the differenice
between the V., voltage and the V., voltage at niode A and
(i1) the inductance of inductor 822. Conyersely, switcher 820
is in an OFF state when current sensor 824 senses a low
output current from power tracking amplifier 810 and pro-
vides a high sensed voltage to driver 932. Driver 932 then
provides a high Voltage to thie gate of PMOS transistor 934
and a high voltage to the gate of NMOS transistor 936.
NMOS transistor 936 is turned ON, and inductor 822 is
coupled between node A and circuit ground. The current
through inductor 822 falls during the OFF state, with the rate
of the fall being dependent on the V, voltage at node A and
the inductance of inductor 822. The Vj,, voltage this
provides current to PA 560 via inductor 822 during the ON
state, and inductor 120 provides its stored energy to PA 560
during the OFF state.

Power tracking amphﬁer 810 operates as follows. When
the power tracking signal increases, the output of op-amp
910 increases, the R1 output of drivér 912 decreases and the

I

R2 output of driver 912 decreases until NMOS %ibit E
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916 is almost turned OFF, and the output of power tracking
amplifier 810 increases. The converse is true when the
power tracking signal decreases. The negative feedback
from the output of power tracking amplifier 810 to the
inverting input of op-amp 910 results in power tracking
amplifier 810 having unity gain. Hence, the output of power
tracking amplifier 810 follows the power tracking signal,
and the Vp, voltage is approximately equal to the power
tracking signal. Driver 912 may be implemented with a class
AB amplifier to improve efficiency, so that large output
currents can be supplied even though the bias current in
transistors 914 and 916 is low.

In one design, power tracking amplifier 810 operates
based on the V57 voltage only when needed and based
on the V,, ;- voltage during the remaining time in order to
improve efficiency. For example, power tracking amplifier
810 may provide approximately 85% of the.power based on
the V., voltage and only approximately 15% of the power
based on the V057 voltage. When a high V,, voltage is
needed for PA 560 due to a large envelope of the output RF
signal, the C1 control signal is at logic low, and the C2
control signal is at logic high In this case, boost converter
830 is enabled and generates the Vo0 VOltage, PMOS
transistor 918 is turned ON and provides the V5, voltage
to the source of PMOS transistor 914, and PMOS transistor
920 is turned OFF. Conversely, when a high V,, voltage is
not needed for PA 560, the C1 control signal is at logic high,
and the C2 control signal is at logic low. In this case, boost
converter 830 is disabled, PMOS transistor 918 is turned
OFF, and PMOS transistor 920 is turned ON and provides

the V,r voltage to the source of PMOS trabsistor 914.

A control signal gerierator 940 receives the power track-
ing signal and the V. voltage and generates the C1 and C2
control signals. The C1 control signal is complementary to
the C2 control signal. In one design, generator 940 generates
the C1 and C2 control signals to select the V5,057 voltage

25
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35

for power tracking amplifier 910 when the magnitude of the -

power tracking signal exceeds a first threshold. The first
threshold may be a fixed threshold or may be determined
based on the V5, voltage. In anothier design, generator 940
generates the C1 and C2 control signals to select the V505
voltage for power tracking amplifier 910 when the magni-
tude of the power tracking signal exceeds the first threshold
and the V5, voltage is below a second threshold. Generator
940 may also generate the C1 and C2 signals based on other
signals, other voltages, and/or other criteria.

Switcher 820 has high efficiency and delivers a majority.

of the supply ciirrent for PA 560. Power tracking amplifier
810 operates as a linear stage and has relatively high
bandwidth (e.g., in the MHz range). Switcher 820 operates
to reduce the output current from power tracking amplifier
810, which improves overall efficiency:

FIG. 9 shows an exemplary design of switcher 820 and
power tracking amplifier 810 in FIG. 1. Switcher 820 and
power tracking amplifier 810 may also be implemented in
other manners. For example, power tracking amplifier 810
may be implemented as described in U.S. Pat. No. 6,300,
826, entitled “Apparatus and Method for Efficiently Ampli-
fying Wideband Envelope Signals,” issued Oct. 9, 2001.

In an exemplary design, an apparatus (e.g., an integrated
circuit, a wireless device, a circuit module, etc.) may com-
pnse a power tracker and a power supply generator. The
power tracker (e.g., power tracker 582 in FIG. 5) may
determine a power tracking signal based on 1 and Q com-
poneats (e.g., I and Q samples) of a plurality of transmit
signals being sent simultaneously. The power supply gen-
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erator (e.g., power supply generator 586 in FIG. 5) may

generate a power supply voltage based on the power track-
ing signal.

In one design, the power tracker may determine an overall
power of the plurality of transmit signals based on the I and
Q components of the plurahty of transmit signals, e.g., as
I20+Q,2()+ . . . +12(t1+Q,*(t). The power tracker may
then determine the power tracking signal based on the
overall power of the plurality of transmit signals, e.g., as
shiown in equation (1). In another design, the power tracker
rhay determine the power of each transmit signal based on
the I and Q components of that transmit signal, e.g., as
L2(€)+Q,(t) for the k-th transmit signal. The power tracker
may then determine the power tracking signal based on the
powers of the plurality of transmit signals, e:, 8 85 shown in

eagh tra:_:_smxt s1¥7 al bgspgi on the power of the transmit
signal, e.g., as VL. *(t)+Q,*(t). The power tracker may then
determine the power tracking signal based on voltages of the
plurality of transmit sigrials, e:g., as showii in equation (2).

The power tracker may also determine the power tracking
signal based on the I and Q components of the plurality of
transmit signals in other manners. In one design, the plu-
rality of transmit signals may be sent on a plurality of
carriers at different frequencies. The power tracking signal
may have a bandwidth that is smaller than an overall
bandwidth of the plurality of carriers.

In one design, the apparatus may comprise a plurality of
transmit circuits and a summiet, e.g., as shown in FIG. 5. The
plurality of transmit circiiits (e.g., transmit circuits 540a to
540k) may receive the I and Q components of the plurality
of transmit signals and may provide a plurality of upcon-
verted RF signals. Each transmit circuit may upconvert I and
Q components of one transmit signal and provide a corre-
sponding upconverted RF signal. The summer (e.g., summer
552) may sum the plurality of upconverted RF signals and
provide a modulated RF signal. In another design, the
apparatus fhay comprise a trapsmit circuit (e.g., transmit
circuit 540 in FIG. 6) that may receive a modulated IF signal
for the plurality of transmit signals and provide a modulated
RF signal. The modulated IF signal may be generated (e.g.,
by digital modulator 520 in FIG. 6) based on the I and Q
components of the plurality of transmit signals In an exem-

plary des:gn, the apparatus may further comprise a PA (e.g.,
PA 560 in FIGS. 5 and 6) that may amplify the modulated
REF signal based on the power supply voltage and provide an
output RF signal.

In an exemplary design, the power supply generator may
comprise a power tracking amplifier (e.g:, power tracking
amplifier 810 in FIGS. 8 and 9) that may receive the power
tracking signal and generate the power supply voltage. The
power supply generator may further comprise a switcher
and/or a boost converter. The switcher (e.g., switcher 820 in
FIGS. 8 and 9) may sense a first current (e.g:; the I, current)
from the power tracking amplifier and provide a second
current (e.g., the I, current) for the power supply voltage
based on the sensed first current. The boost converter (e.g.,
boost converter 830 in FIGS. 8 and 9) may receive a battery
voltage and provide a boosted voltage for the power tracking
amplifier. The power tracking amplifier may operate based
on the boosted voltage or the battery voltage.

FIG. 10 shows a design of a process 1000 for generating
a power supply voltage with power tracking. A power
tracking signal may be determined based on I and Q com-
ponents of a plurality of transmit signals being sent simul-

taneously (block 1012). In one design of block lolﬁ’xﬁibit E
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overall power of the plurality of transmit signals may be
determined based on the I and Q components of the plurality
of transmit signals. The power tracking signal may then be
determined based on the overall power of the plurality of
transmit signals, e.g., as shown in equation (1). In another
design of block 1012, the power of each transmit signal may
be determined based on the I and Q components of the
transmit signal. The power tracking signal may then be
determined based on the powers of the plurality of transmit
signals, e.g., as shown in equation (2).

A power supply voltage may be generated based on the
power tracking signal (block 1014). In one design, the power
supply voltage may be generated with a amplifier (e.g,
amplifier 810 in FIG. 9) that tracks the power tracking
signal. The power supply voltage may also be generated
based on a switcher and/or a boost converter.

A modulated RF signal may be generated based on the I
and Q components of the plurality of transmit signals (block
1016). In one design, I and Q components of each transmit
signal may be upconverted to obtain a corresponding upcon-
verted RF signal. A plurality of upconverted RF signals for
the plurality of transmit signals may then be summed to
obtain the todilated RF sighal, e.g., as shiown in FIG. 5. In
another design, a modulated IF signal may be generated
based on the I and Q components of the plurality of transmit
signals, e.g., as shown in FIG. 6. The modulated IF signal
may then be upconverted to obtain the modulated RF signal.
In any case, the modulated RF signal may be amplified with
a PA (e.g., PA 560 in FIGS. 5 and 6) operating based on the
power supply voltage to obtain an output RF signal (block
1018).

The power tracker and power supply generator described
herein may be implemented on an IC, an analog IC, an
RFIC, a mixed-signal IC, an ASIC, a printed circuit board
(PCB), an electronic device, etc. The power tracker and
power supply generator may also be fabricated with various
1C process technologies such as complementary metal oxide
semiconductor (CMOS), NMOS, PMOS, bipolar junction
transistor (BJT), bipolar-CMOS (BiCMOS), silicon germa-
niam (SiGe), gallium arsenide (GaAs), etc.

An apparatis implementing the power tracker and/or
power supply generator described herein may be a stand-
alone device or may be part of a larger device. A device may
be (i) a stand-alone IC, (ii) a set of one or more ICs that may
include memory ICs for ston'ng data and/or instructions, (ii)
an RFIC such as an RF receiver (RFR) or an RF transmitter/
receiver (RTR), (iv) an ASIC such as a mobile station
modem (MSM), (v) a module that may be embedded within
other devices, (vi) a receiver, cellular phone, wireless
device, handset; or mobile unit, (vii) etc.

In one or more exemplary designs, the functions
described may be implemented in hardware, software, firm-
ware, or ady combination thereof. If implemented in soft-
ware, the functions may be stored on or transmitted over as
one or more instructions or code on a computer-readable
medium. Computer-readable media includes both computer
storage media and commimication media including any
medium that facilitates transfer of a computer program from
one place to another. A storage media may be any available
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media that can be accessed by a computer. By way of 60

example, and not limitation, such computer-readable media
can comprise RAM, ROM, EEPROM, CD-ROM or other
optical disk storage, magnetic disk storage or other magnetic
storage devices, or any other medium that can be used to
carry or store desired program code in the form of instruc-
tions or data structures and that can be accessed by a
computer. Also, any connection is properly termed a com-

65

14

puter-readable medium. For example, if the software is
transmitted from a website, server; or other remote source
using a coaxial cable, fiber optic cable, twisted pair, digital
subscriber line (DSL), or wireless technologies such as
infrared, radio, and microwave, then the coaxial cable, fiber
optic cable, twisted pair, DSL, or wireless technologies such
as infrared, radio, and microwave are included in the defi-
nition of medium. Disk and disc, as used herein, includes
compact disc (CD), laser disc, optical disc, digital versatile
disc (DVD), floppy disk and bli-ray disc Where disks
usually reproduce data magnetically, while discs reproduce
data optically with lasers. Combinations of the above should
also be included within the scope of computer-readable
media.

The previous description of the disclosure is provided to
enable any person skilled in the art to make or use the
disclosure. Various modifications to the disclosure will be
readily apparent to those skilled in the art, and the generic
principles defined herein may be applied to other variations
without departing from the scope of the disclosure. Thus, the
disclosure is not intended to be limited to the examples and
designs described herein but is to be dccorded the widest
scope consistent with the principles and novel features
disclosed herein.

What is claimed is:

1. An apparatus comprising:

a power tracker configured to determine a single power
tracking signal based on a plurality of inphase (I) and
quadrature (Q) components of a plurality of carrier
aggregated transmit signals being sent simultaneously,
wherein the power tracker receives the plurality of I
and Q components corresponding to the phirality of
carrier aggregated transmit signals and generates the
single power tracking signal based on a combination of
the plurality of 1 and Q components, wherein the
plurality of carrier aggregated transmit signals com-
prise Orthogonal Frequency Division Multiplexing
(OFDM) or Single Carrier Frequency Division Mul:
tiple Access (SC-FDMA) signals;

a power supply generator configured to generate a single
power supply voltage based on the single power track-
ing signal; and

a power amplifier configured to receive the single power
supply voltage and the plurality of carrier aggregated
transmit signals being sent simultaneously to produce a
single output radio frequency (RF) signal.

2. The apparatus of claim 1, wherein the power tracker is

configured to:

determine an overall power of the plurality of carrier
aggregated transmit signals based on the I and Q
components of the plurality of carrier aggregated trans-
mit signals, and _

determine the single powet tracking s1gnal based on the
overall power of the plurality of carrier aggregated
transmit signals.

3. The apparatus of claim 1, wherein the power tracker is

configured to:

determine a power of each transmit signal in the plurality
of carrier aggregated transmit signals based on the ] and
Q components of each transmit signal, and

determirie the sifigle power tracking signal based on a sum
of said power of each transmit signal of the plurality of

carrier aggregated transmit signals.
4. The apparatus of claim 1, wherein the power tracker is
configured to: EX_hibit E
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determine a power of each transmit signal in the plurality
of carrier aggregated transmit signals based on the I and
Q components of each transmit signal,

determine a voltage of each transmit signal based on the
power of each transmit signal, and

determine the single power tracking signal based on said
voltage of each transmit signa) of the plurality of carrier
aggregated transmit signals.

5. The apparatus of claim 1, further comprising:

a plurality of transmit circuits configured to receive the I
and Q components of the plurality of carrier aggregated
transmit signals and provide a plurality of upconyerted
RF signals, each transmit circuit configured to upcon-
vert | and Q components of one of the plurality of
carrier aggregated transmit signals and provide a cor-
responding upconverted RF signal, and

a summer configured to sum the plurality of upconverted
RF signals and provide the plurality of carrier aggre-

. gated transmit signals to the power amplifier.

6. The apparatus of claim 1, further comprising:

a transmit circuit configured to receive a modulated
intermediate frequency (IF) signal and provide the
plurality of carrier aggregated transmit signals to the
power amplifier, the modulated IF signal being gener-
ated based on the I and Q components of the plurality
of ‘carrier aggregated transmit signals.

7. The apparatus of claim 1, the power supply generator
comprising;

a power tracking amplifier configured to receive the
power tracking signal and generate the power supply
voltage.

8. The apparatus of claim 7, the power supply generator
further comprising:

. a switcher configured to sense a first current from the
power tracking amplifier and provide a second current
for the power supply voltage based on the sensed first
current. _

9. The apparatiss of claim 7, the power supply generator
further comprising:

a boost converter configured to receive a battery voltage
and provide a boosted voltage for the power tracking
amplifier.

10. The apparatus of claim 9, wherein the power tracking
amplifier operates based on the boosted voltage or the
battery voltage.

11. The apparatus of claim 1, wherein the plurality of
carrier aggregated transmit signals are sent on a plurality of
carriers at different frequencies.

12. The apparatus of claim 11, wherein the single power
tracking signal has a bandwidth that is smaller than an
overall bandwidth of the plurality of carriers.

13. The apparatus of claim 1, wherein the carrier aggre-
gated transmit signals are intra-band carrier aggregsted
transmit signals.

14. The apparatus of claim 13, wherein the intra-band
carrier aggregated transmit signals are contiguous.

15. The apparatus of cldim 13, whérein the intra-band
carrier aggregated transmit signals are non-contiguous.

16. The apparatus of claim 1, wherein the power tracker
is configured to determine the single power tracking signal
based on functions comprising:

squaring each of the plurality of inphase (T) and quadra-
ture (Q) components to produce a plurality of I? and Q?
values; -

summing the plurality of I? and Q? values to produce an
overall power; and

taking the square root of the overall power.
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17. The apparatus of claim 1, wherein the power tracker
is configured to determine the single power tracking signal
based on functions comprising:
calculating VIE(I)-FQ,}(t) corresponding to K inphase (I)
and quadrature (Q) components to produce K voltages;
and
summing the K voltages.
18. A method comprising: :
determininig a single power tracking signal based on a
plurality of inphase (I) and quadrature (Q) components
of a plurality of carrier aggregated transmit signals
being sent simultaneously, wherein a power tracker
receives the plurality of 1 and Q components corre-
sponding to the plurality of carrier aggregated transmit
-signals and generates the single power tracking signal
based on a combination of the plurality of I and Q
components, Wherein the plurality of carrier aggregated
transmit signals comprise:Orthogonal Frequency Divi-
sion Multiplexing (OFDM) or Single Carrier Fre-
quency Division Multiple Access (SC-FDMA) signals;
generating a single power supply voltage based on the
single power tracking signal; and =~
receiving the single power sipply voltage and the plural-
ity of carrier aggregated transmit signals being sent
simultaneously in a power amplifier and producing a
single output radio frequency (RF) signal.
19. The method of claim 18, wherein the determining the
single power tracking signal comprises:
determining an overall power of the plurality of carrier
aggregated transmit signals based on the I and Q
components of the plurality of ¢arrier'aggregated trans-
mit signals, and
determining the single power tracking 51gnal based on the
overall power of the plurality of carrier aggregated
transmit signals.
20. The method of claim 18, wherein the determining the
single power tracking signal comprises:
determining a power of each transmit signal in the plu-
rality of carrier aggregated transmit signals based on
the I and Q components of each transmit signal, and
determining the single power tracking signal based on a
sum of said power of each transmit signal of the
plurality of caitier aggregated trafismit signals.*
21. The method of claim 18, further comprising:
receiving the I and Q components of the plurality of
carrier aggregated transmit signals in a plurality of
transmit circuits and providing a plurality of upcon-
verted RF signals from the plurality of transmit circuits,
each trarismit circirit upconverting I and Q components
of one of the plurality of carrier aggregated transmit
signals and providing a corresponding upconverted RF
signal, and
summing the plurality of upconverted RF signals and
providing the plurality of carrier aggregated transmit
signals to the power amplifier.
22. The method of claim 18, further comprising:
receiving a modulated intermediate frequency (IF) signal
in a transmit circuit and providing the plurality of
carrier aggregated transmit signals to the power ampli-
fier from the transmit circuit, the modulated IF signal
being generated based on the I and Q components of the
plurality of carrier aggregated transmit signals.
23. The method of claim 18, wherein the carrier aggre-

transmit sngnals
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24. The miethod of claim 23, wherein the intra-band
carriér aggregated transmit signals are contiguous.
25. The method of claim 23 wherein the intra-band carrier
agg]tegated transmit signals are non-contiguous.
26. The method of claim 18, wherein determining the
single power tracking signal comprises:
squaring each. of the plurality of inphase (I) and quadra-
ture (Q) components to produce a plurality of I and Q*
values;
summing the plurality of I and Q* values to produce an
overall power; and
taking the square root of the overall power.
27. The method of claim 18, wherein determining the
single power tracking signal comprises:
calculating VI,Z(1)+Q,2(t) corresponding to K inphase (I)
and quadrature (Q) components to produce K voltages;
and
summing the voltages.
28. An apparatus comprising:
means for determining a single power tracking signal
based on a plurality of inphase (I) and quadrature (Q)
components of a plurality of carrier aggregated transmit
signals being sent simultaneously, wherein a power
tracker receives the plurality of I and Q components
corresponding to the plurality of carrier aggregated
transmit signals and generates the single power track-
ing signal based on a combination of the plurality of I
and Q components, wherein the plurality of carrier
aggregated transmit signals comprise Orthogonal Fre-
quency Division Multiplexing (OFDM) or Single Car-
rier Frequency Division Multiple Access (SC-FDMA)
signals;
means for generating a single power supply voltage based
on the single power tracking signal; and
means for receiving the single power supply voltage and
the phurality of carrier aggregated transmit signals
being sent simultaneously. and producing a single out-
put radio frequency (RF) signal.
29. The apparatus of claim 28, wherein the means for
determining the single power tracking signal comiprises:
nieans for determining an overall power of the plurality of
carrier aggregated transmit signals based on the Iand Q
components of the plurality of carrier aggregated trans-
mit signals, and
means for determining the single power tracking signal
. based on the overall power of the plurality of carrier
aggregated transmit signals.
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30. The apparatus of claim 28, wherein the means for
determining the single power tracking signal comprises:

means for determining a power of each trapsmit signal in

the plurality of carrier aggregated transmit signals
based on the I and Q components of each transmit
signal, and

means for determiining the single power tracking signal

based on a sum of said power of each transmit signal of
the plurality of carrier aggregated transmit signals.
31. The apparatus of claim 28, further comprising:
means for receiving the I and Q components of the
plurality of carrier aggregated transmit signals and
separately upconverting the I and Q components of the
plurality of carrier aggregated transmit signals to pro-
vide a plurality of upconverted RF signals, and

means for summing the plurality of upconverted RF
signals and providing the plurality of carrier aggregated
transmit signals to a power amplifier.
32. The apparatus of claim 28, further comptising:
means for receiving a modulated intermediate frequency
(IF) signal and providing the plurality of carrier aggre-
gated transmit signals to a power amplifier, the modu-
lated IF signal being generated based on the I and Q
components of the plurality of carrier aggregated trans-
mit signals.
33. A non-transitory computer-readable medium comipris-
ing instructions, that when executed by a pmc&ssor, cause
the processor to:
determine a single power tracking signal based on a
plurality of inphase (I) and quadrature (Q) components
of a plurality of carrier aggregated transmit signals
being sent simultaneously, wherein a power tracker
receives the plurality of I and Q components corre-
sponding to the plirality of carrier aggregated transmit
signals and generates the single power tracking signal
based on a combination of the plurality of I and Q
components, wherein the plurality of carrier aggregated
transmit signals comprise Orthogonal Frequency Divi-
sion Multiplexing (OFDM) or Single Carrier Fre-
quency Division Multiple Access (SC-FDMA) signals;

generate a single power supply voltage based on the
single powér tracking signal; and

receive the single power supply voltage and the plurality

of carrier aggregated transmit signals being sent simul-
taneously in a power amplifier to produce a single
output radio frequency (RF) signal.

* * * * *
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